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Summary

Representation is a central part of models in cognitive science, but recently this

idea has come under attack.  Researchers advocating perceptual symbol systems, situated

action, embodied cognition, and dynamical systems have argued against central

assumptions of the classical representational approach to mind.  We review the core

assumptions of the dominant view of representation and the four suggested alternatives.

We argue that representation should remain a core part of cognitive science, but that the

insights from these alternative approaches must be incorporated into models of cognitive

processing.
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Introduction

There is revolution in the air in cognitive science.  Since the late 1950's, models

of cognition have been dominated by representational approaches.  Inspired and guided

by the data structures of computer programs, these models posit some kind of internal

mechanism for storing and manipulating data as well as processes that act on those

representations to carry out intelligent behaviors [1, 2, 3].

While the field of cognitive science has made great strides in understanding brain,

mind, and behavior, the early predictions that we would soon have autonomous robots

and intelligent computers on our desktops have not yet come to pass.  A number of

researchers from a variety of perspectives have suggested that the standard

representational assumptions made by cognitive models are to blame for the lack of

progress in understanding cognitive processing.  These researchers suggest remedies

ranging from additional information that should be included in representations to

replacement of the dominant paradigm with an alternative.

In this paper, we begin by sketching the classical view of representation that is

widely employed in cognitive models in psychology and artificial intelligence.  Then, we

explore four new approaches to cognitive modeling:  perceptual symbol systems, situated

action, embodied cognition, and dynamical systems.  Each of these approaches has been

put forward as a successor to the classical view of representation.  We argue that

representation must remain at the core of Cognitive Science, but that each of the four
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alternative approacheshave something important to offer.  We end by discussing ways to

reconcile the classical view with these suggestions.

The classical view of representation

Cognitive science uses many kinds of representations, and it would be impossible

to provide a complete summary of all of them [4].  On the classical view, all approaches

to representation share five key assumptions:  (1) representations are mediating states of

an intelligent system that carry information, (2) cognitive systems require some enduring

representations, (3) cognitive systems have some symbols in them, (4) some

representations are tied to particular perceptual systems but others are amodal, and (5)

many cognitive functions can be modeled without regard to the particular sensor and

effector systems of the cognitive agent.  (In this paper, we will use the term "cognitive

agent" to include organisms as well as intelligent machines.)

The first assumption is that there are mediating states that are internal to the

cognitive system [5].  In order for something to qualify as a mediating state, four

conditions must be satisfied [3].  First, there must be some representing world.  The

representing world consists of the elements that serve as the representations.  Second,

there must be some represented world.  The represented world is the information (either

within the system or external to it) that is being represented.  Third, there is a consistent

set of representing relations that determine how elements in the representing world come

to stand for elements in the represented world.  Finally, there are processes that use the

information in the representing world.
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As an example, Tversky's [6] contrast model of similarity assumed that objects

are represented by sets of features.  Each feature is a symbol that stands for a particular

property of the object (e.g., blue or large).  Pairs of sets representing two objects are

compared by finding the intersection of the sets.  The features in the intersection are the

commonalities of the pair, and the features that are not in the intersection are the

differences of the pair.  In this example, the representing world is the set of features.  The

represented world consists of objects external to the model.  The features are assumed to

bear a consistent relationship to properties in the represented world that can be used to

describe the objects.  Finally, the information in the representations is processed by the

set operations that determine the commonalities and differences of a pair.

The second assumption is that some representations are enduring states of the

system.  In particular, agents must use their experience as a guide.  Thus, they have

internal states that endure longer than the states in the represented world that gave rise to

them.  To continue the example of the contrast model, an object representation can

contain a particular feature (e.g., blue) regardless of whether that property is currently

accessible in the environment.  It is assumed that all objects that have a particular feature

as part of their representation share some property in common.

The third assumption is that some of the representations are symbols.  Symbols

have two central qualities.  First, their relationship to the represented world is arbitrary

[7]. Second, symbols are discrete packets of information.  Symbols are necessary for
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referring to specific values or properties in the represented world, and mirror the

observation that languages consist of words that permit two people to fix common

reference.  In the contrast model, features are symbols in the representing world.

The fourth assumption is that representational elements may exist at a variety of

levels of abstraction.  Some representations may correspond directly to aspects of

perceptual experience.  Other representations may be more interpreted, and may refer to

abstract concepts like truth or justice, which are quite removed from perceptual

experience.  In the contrast model, there is no necessary connection between the features

that describe an object and any perceptual information.  Indeed, Tversky [6] explicitly

avoids specifying processes that create the feature sets.

The final assumption is that some cognitive models need not be concerned with

perceptual and motor representations.  On this view, there are representations in the

cognitive system that are sheltered from the particular body of the agent.  It is assumed

that such processes can be understood without considering the perceptual and effector

systems of the agent.  To complete our example, the contrast model does not make any

assumptions about the nature of the perceptual or motor systems of cognitive agents.

Instead, the model is expected to be able to operate in any agent.

Alternatives to the classical view

The four alternative approaches to representation have all taken umbrage with at

least one of the core assumptions of the classical view.  Each of the new approaches is

motivated by some insight or example that suggests a modification of the classical view.
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In each of the following sections, we describe one of the approaches, starting with its

motivating insights and discussing the core assumptions it calls into question.  We then

argue that none of the new alternatives can replace the classical view.  We conclude by

discussing possible extensions to the classical view suggested by the alternatives.

1. Perceptual symbol systems

Cognitive processing is exceptionally flexible.  People are able to recognize when

a new situation is like one they have experienced before, but they are also quite good at

handling deviations from normal situations.  The classical approach to representation has

assumed that flexibility requires abstraction.  By abstracting away from the perceptual

details of specific situations, the commonalities across situations can be preserved.  Thus,

the classical approach typically assumes that there are abstract amodal representations

that play an important role in cognitive processing.

As it turns out, however, amodal representations are not as flexible as they were

initially assumed to be.  For example, Schank and his colleagues suggested ways to

represent abstract scripts and schemas that would enable an agent to comprehend new

events [8, 9].  These systems had difficulty dealing with the many potential variations of

even a simple event.  Indeed, in later work, Schank [9] ultimately had to posit both

abstract and specific representations in order to account for human-like flexibility in

dealing with the many variations on simple events like going to a restaurant.

Symbolic models have also had difficulty accounting for subtle differences in the

way a property manifests itself in different items.  For example, it is often noted in
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introductory psychology textbooks that people know that the red of a fire engine is

different from the red of hair, even though the same color term is used to describe both of

them.  As another example, the same spatial preposition may describe a variety of subtly

different situations [10, 11].  For example, the English preposition "in" normally means

that one object is contained inside another, but an apple can be said to be "in" a bowl,

even when it is stacked on other apples such that it rises above the top lip of the bowl.

People do not notice this ambiguity in prepositions, but it can be difficult to account for it

using traditional symbolic models [12].

Current research has suggested that flexibility in cognitive processing may arise

from the storage and use of specific episodes in memory and their perceptual content.

Barsalou [13] proposes that the perceptual system may be used to simulate objects and

events.  For example, to represent an apple in a bowl, a perceptual simulation of an apple

on top of other apples would be formed as a part of comprehending this situation.  The

connection between perception and language in this case would be accomplished using

principles derived from cognitive grammar [see box A].

Theoretical arguments and experimental evidence have been marshaled to suggest

that cognitive science should eschew amodal representations.  In the domain of

categorization, Schyns, Goldstone, and Thibaut [14] point out that most amodal theories

assume a fixed set of features.  The goal of a classification model in this context is to use

these features to predict the category to which the instance belongs.  Some models

calculate similarity to a prototype (i.e., an average member of the category, [15, 16]), or
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to various known exemplars [17, 18, 19].  Others form rules to describe the categories

[20].  In each of these models, the set of features that can be used to represent objects is

fixed.

Schyns et al. [14] point out that people often learn new features, even new

perceptual features.  In order understand how categories are formed, they argue, it is

necessary to further understand these processes of perceptual feature creation.  In one

study, Schyns and Rodet [21] taught people perceptual categories each consisting of

many unfamiliar shapes.  What people considered to be the basic perceptual components

of the categories depended on the order in which they were exposed to the categories.

For example, they might see some items that contained the complex feature XY from

Figure 1 as one of its components.  If this was the first category they learned, they

generally treated XY as a whole unit.  In contrast, if they first saw some categories with

component X in them, when they later saw XY, they were likely to divide this shape up

into X and Y (see Figure 1).  Thus, the set of perceptual features used to construct the

categories is learned.  Similar demonstrations have been performed with real materials.

For example, Lesgold et al. [22]suggested that the features in X-ray films used by expert

radiologists to make a diagnosis are significantly different than those used by novices.

Barsalou [13] takes findings like these to suggest that all representations are

closely tied to perceptual modalities.  He calls this approach perceptual symbol systems,

and suggests that concept learning and use involves the creation of perceptual

simulations.  As evidence for this assertion, Wu and Barsalou [23] asked people to list
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properties of a variety of concepts.  They found that properties of these concepts were

much more likely to be listed by people when the concept label made that property

available in a perceptual simulation.  For example, people rarely listed roots as a property

of the concept grass, but were much more likely to list roots of the concept rolled-up

grass.  Wu and Barsalou [23] suggest that this finding reflects the perceptual simulations

people construct when they process concepts[24].

To summarize, the perceptual approach calls into question the assumption of

classical models that there are amodal symbols.  This approach suggests that using

specific representations derived from perception can allow cognitive systems greater

flexibility than can be achieved with amodal symbols.

2. Situated action

The classical approach to representation often views cognition as something that

can be modeled inside a computer.  By taking seriously the role of perception in

conceptual representations, it becomes more difficult to separate cognitive processes

from the context in which they take place.  In the study of situated action (sometimes

called situated cognition), it is assumed that cognitive processing cannot be extracted

from the environment in which it occurs [25, 26 ,27].

Two important insights follow from this focus on context.  First, it may not be

necessary to represent all of the information relevant to thinking about a situation,

because a substantial amount of that information will be present in the environment.
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Second, the problem that an agent has to solve may be eased by aspects of the

environment that would be hard to foresee if the agent had to reason abstractly.

On the first point, when cognition is situated, the agent can rely on the fact that

the world is enduring to avoid having to represent the world extensively.  Two examples

will demonstrate this point.  First, studies of change blindness  have demonstrated that

people do not store much of the visual world in an enduring fashion [28, 29, 30]. In

various ways, these studies find that people have difficulty detecting changes in

information in visual images to which they were not attending.  While it might seem

inefficient to lose this information when a fixation ends, the world typically does not

change drastically from moment to moment, and so there is little real cost to storing only

that information that was in focal attention.

In addition, an agent may simplify its representation of the world by representing

many things with respect to itself.  For example, Agre and Chapman [31] developed a

simulated agent that existed in a video-game world.  Rather than forming a detailed map

of the world and keeping track of all of the objects and their global coordinates in space,

objects were represented by their relationship to the agent itself.  For example, an

attacking enemy in the game would be represented as something chasing the agent.  The

agent would use this same representation for any attacking enemy, even if it were a

different one, because what was relevant was the relationship between the agent and the

enemy at that moment.



Representation in Cognitive Science 11

The second aspect of situated action is that the problem an agent must solve

depends on the environment in which it is embedded.  For example, Hutchins [26]

provides an extensive description of the way navigation teams aboard naval vessels keep

track of a ship's position.  At a general level, the problem that must be solved by a

navigation team involves fixing the position of the ship in the environment and ensuring

that the ship maintains a course that keeps it from running aground.  However, navigation

teams have many specialized tools including two-dimensional overhead perspective

maps, protractors, pencils, and devices for measuring the relative location of landmarks

with respect to the ship and assessing the depth of the water.  These tools turn navigation

into a task in which relative locations are drawn onto a map to determine the position of

the ship.  Navigation need not be carried out in this way, and Hutchins describes a system

used by Micronesian sailors that conceptualizes navigation in terms of time rather than

distance.  Because they represent their task in a different way, the cognitive operations

needed to solve it also differ.

In summary, because cognitive agents are embedded in environments, it is not

necessary for them to form complete representations of that environment at all times.

Instead, they can rely on the fact that the world is relatively stable.  Thus, many fewer

representations in the cognitive system need to be enduring than has typically been

assumed by classical approaches to representation.  The situated action approach also

means that agents  can simplify the task they have to solve by representing information

relative to themselves.  Finally, the task environment determines the problem that an

agent actually has to solve.  Often, what appears to be a difficult problem when cast
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abstractly is actually much easier when embedded in an actual situation.  The goal of

cognitive science, in this view, is to understand how agents structure their environment in

order to solve complex tasks.

3. Embodied cognition

Related to the situated action approach is embodied cognition.  On this view, not

only is it crucial to think about the contexts in which cognitive processing occurs, it is

also necessary to build agents that actually interact in real environments [32, 33, 34, 35,

36].  Building real agents suggests ways that the environment can be exploited to solve

difficult problems.  Furthermore, while there may be many possible ways of representing

information, the space of potential representations may be much narrower when the agent

must achieve sensorimotor coordination.  Thus, this view explicitly rejects the idea that

cognitive theories can ignore perceptual and motor systems.

There are many ways that the environment can be exploited to solve difficult

problems.  From Gibson's classic work on perception forward, scientists have

demonstrated that the visual system is sensitive to information in the environment that

provides information relevant to an organism's goals.  For example, many species are

able to use optic flow to gauge their direction and speed of motion.  In addition, the

vestibular systems provide information about linear and angular acceleration that can be

used to augment visual information in the construction of cognitive maps [37, 38, 39].

Sometimes building a real agent can also lead to simple solutions to potentially

difficult problems.  For example, Pfeifer and Scheier [36] describe a robot that is able to
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distinguish large cylinders from small ones.  This classification is accomplished by

providing the robot with simple motor routines that allow it to follow walls and therefore

to circle around objects.  When the robot circles a small cylinder, the ratio of the speed of

the outside wheel to the inside wheel is higher than when it circles a large cylinder.  By

using sensors that provide information about the speed of its wheels, the robot is able to

perform a classification task without an elaborate visual system.

Finally, Glenberg (1997) suggests that understanding memory requires attending

to the function of memory within an organism.  Many forms of memory require little

effort, such as the perceptual priming observed following the presentation of a stimulus

or the ability to point to the location of an object in space when the organism is

navigating through that space.  Glenberg [35] argues that these forms of memory are

what permit organisms to carry out actions in the world.  More effortful forms of memory

require suppression of current input, which is what makes them more difficult to use [40].

Finally, he argues that language comprehension involves representing information as if

the comprehender were going to act in the situation.  In each of these cases, it is assumed

that understanding cognition requires focusing on the relationship between an embodied

organism and its environment.

The embodied cognition approach has had great success at building very simple

machines that navigate through environments and avoid obstacles.  These agents are even

able to perform simple tasks like picking up cans or classifying simple objects [34, 36].
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The claim these researchers make is that all of cognition, including higher cognition, can

be successfully modeled using this bottom-up approach.

4. Dynamical systems

A final challenge to traditional assumptions about representation has come from

proponents of dynamical systems as explanations of behavior [41, 42, 43].  Dynamical

systems are systems of nonlinear differential equations that can be used to describe

aspects of behavior (see Norton [44] for an introduction).  On this view, a central

problem with traditional approaches to representation is that they have discrete and

enduring components.  Dynamical systems do not involve discrete symbols.

In a dynamical system, there is a current state consisting of the values of some set

of control variables.  There is also a set of equations that combine the control variables to

govern how the system changes over time.  Thus, the two key aspects of dynamical

systems are that they involve continuous change in the values of the control variables,

and that this change occurs continuously in time. Hence, dynamical systems assume that

representations are time-locked to information in the represented world.  As the state of

the represented world changes, the representation changes as well.

As an example, Kelso [41] describes a number of studies involving the

coordination among limbs.  For example, put your hands in a fist and place them in front

of you.  Then, extend the index fingers on both hands.  Now flex and extend these index

fingers in synchrony, increasing the speed of movement.  Most people are able to

maintain this coordination, even at high speeds.  In contrast, try this same task, except
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flex one index finger as you extend the other.  As people increase the speed of this

movement, it often becomes difficult to maintain, until finally, they end up performing

the first movement (flexing and extending both fingers at the same time).  Kelso is able to

describe this movement, as well as many more complex kinds of motor coordination

using dynamical systems.  Further, he makes a convincing case that this type of

explanation is superior to an explanation of these behaviors involving other types of

representations.  In this model, the state of the system changes through time as the

positions of the fingers change.  Thus, this model contains no enduring representations.

Some researchers have argued that this success in describing motor behavior can

be extended to all of cognitive processing [42, 43].  They suggest that dynamical systems

have two advantages over other approaches to cognition.  First, by focusing on processes

that evolve continuously, they are able to account for the plasticity of cognition.  Second,

it is assumed that continuous processes allow dynamical systems to account for the fine

details of processing, which in turn allows them to account for individual differences.

This focus on individual differences contrasts with much research in cognitive science,

which focuses on commonalities in behavior across individuals.

Semantics and representation

The four alternative approaches to representation have focused primarily on low-

level perceptual and motor processes.  They have not had success at explaining higher-

level cognition.  There is a good reason for the problems these models have with complex

cognitive processes.  To some degree, each of the alternative approaches ties

representations to perceptual and motor pathways.  On the positive side, this coupling of
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representation with perceptual and effector systems provides a basis for the semantics of

the representation.  In particular, one important way that representations come to have

meaning is for them to correspond to something external to the agent.

On the negative side, using correspondence as the primary basis for semantics is

more likely to be successful for perceptual and motor processes than for high-level

cognition.  People's ability to represent abstract concepts involves a second aspect of

semantics:  functional role.  That is, the meaning of a representational element is also

determined by its relationship to other representational elements.  If a theory of

representation focuses primarily on correspondence, then processes that require

functional role information will be difficult to explain.

So, how should the classical view be extended?

The classical view of representation has served as the basis for research in

cognitive science since the late 1950s.  This is a long time for a single framework to hold

sway in a young science.  Nonetheless, there is no reason to abandon the classical view

yet.  None of the problems identified by advocates of the four alternative approaches are

fatal to the classical approach to representation.  Instead, they are simply signs of

growing pains.

All of the approaches to representation discussed here agree on the fundamental

assumption that cognitive processing involves internal mediating states that carry

information.  Thus, the exploration of representation can be fruitfully described as an
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examination of the types of properties that must be added to the basic concept of a

mediating state in order to capture cognitive processing.

Each of the alternative approaches essentially highlights particular properties that

must be added to mediating states in order to account for cognitive processing [5].  Thus,

the remaining assumptions of the classical view all require some change in light of the

issues raised by alternative approaches, but it is always a change in scope.  Not all

representations are enduring, not all are symbols, not all are amodal, and not all are

independent of the sensory and effector systems of the agent.

The assumption that some representations are amodal is the one that requires the

most future scrutiny.  The studies described in the section on perceptual symbol systems

suggest that tying representations to specific modalities may provide the basis for

considerable flexibility in cognitive processing, and may even account for the use of

abstract concepts.  While it is too early to argue that cognitive science can dispense with

amodal representations, it may be able to go a long way without them.

The other three assumptions of the classical view are likely to survive intact for

most aspects of higher cognitive processing.  The assumption that cognitive systems have

enduring states was challenged both by situated action and dynamical systems

approaches.  The situated action approach captures the important insight that many

aspects of the world remain stable and thus do not need to be incorporated into enduring

representations.  Classical models will have to focus on ways that agents can use the



Representation in Cognitive Science 18

world as a representation.  The dynamical systems view further asserts that

representations undergo continuous change in relation to changes in the external

environment.  This criticism seems less problematic for classical models, as there are

many cases where an agent must be able to represent the past in order to be able to

reason.

The dynamical systems view also challenges the importance of discrete symbols.

Dynamical systems has successfully demonstrated that continuous representational states

are important for capturing low-level perceptual and motor processes.  However, there is

good reason to believe that many cognitive processes do require discrete symbols.  For

example, many of the aspects of cognition that make perceptual symbol systems

attractive argue against dynamical systems as the sole mode of cognitive representation.

For example, people's ability to represent spatial relations in language, and to freely

substitute arguments into those relations suggests that there must be discrete components

that endure beyond particular sensory stimulation.

Finally, the degree to which perceptual and motor systems must be considered

when modeling cognitive processing is an open question.  The embodied cognition

approach suggests that building actual agents is necessary for constructing cognitive

models.  The perceptual symbol system view requires that representational assumptions

must be compatible with what is known about perception.  Furthermore, the situated

action approach to cognitive processing suggests that the environment is an important
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source of information that is used by cognitive agents to solve problems.  Thus, models

must be able to take advantage of information in the environment.

Despite the clear importance of perception in cognitive processing, cognitive

science must continue to develop models of higher cognitive processes.  Perception is not

a purely bottom-up process.  As discussed above, expertise in a domain changes the way

people perceive the basic features of that domain.  Thus, without models of how complex

reasoning and expertise develops, we will not be able to understand how perceptual

representations are constructed.  While cognitive science would ultimately like to have

explanations that span from sensation to higher level cognition, these models cannot be

developed in a purely bottom-up fashion.

In summary, the classical approach to representation must be extended, but not

replaced.  The fundamental assumptions that there are internal mediating states and that

many of those states are symbolic, enduring, and amodal form the core of the

computational view of mind.  Because these assumptions can be retained, the basic

approach to cognitive science remains intact.  The core insights of the alternative

approaches to representation, however, do require significant changes to the base view.

In particular, cognitive models must be more sensitive to perceptual representation.  In

doing this, we must now seriously address the problem of how high-level concepts are

formed from low-level percepts.
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Outstanding questions

1.  Are there any amodal symbols in cognition?

2. How do abstraction representations of lower-level mediating states, especially

those of continuously sensing dynamical systems, get made in such a way that they are

useful for high-level cognition?

3.  To what degree do higher-level cognitive processes vs. lower-level perceptual

processes place constraints on the form of cognitive representations?

4.  Can effective models of cognitive processes be developed without first

modeling sensory and effector systems?
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Figure Captions

Figure 1.  Example of a perceptual feature like the ones used by Schyns and

Rodet, (1997).
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Box A:  Cognitive grammar

Cognitive grammar is a prominent part of the cognitive linguistics movement,

which attempts to account for grammatical phenomena using representations and

processes that are continuous with those used by other cognitive processes [A1].  On this

view, grammar facilitates the construction of representations and uses both perceptual

and attentional processes.  For example, the representation of the prepositions "above"

and "below" shown in Figure A1a involve setting up locations in a semantic space, and

then focusing attention on one of the objects (the top on in the case of "above" and the

bottom one in the case of "below").

In this example, the productivity of grammar is accomplished by allowing

representations of the arguments of the prepositions to be freely bound to the circles in

this representation.  Thus, representing the phrase "the lamp is above the table" would

involve binding a symbol for the lamp to the top argument to "above" and a symbol for

the table to the bottom argument.

A variety of different kinds of grammatical structures can be represented using

these principles.  For example, temporal events can be represented by extending the

representations in time.  For example, the concept "arrive" can be represented by a

situation in which one argument gradually gets closer to a second fixed argument over

time until they eventually meet.  The moving object is the focus of attention in this

representation.

In sum, cognitive grammar uses principles of perceptual representation and

attention to account for structural aspects of language.  These perceptual properties form

the basis of Barsalou's perceptual symbol systems.
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Figure A.1

above below


