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Introduction

The problem of consciousness is completely intractable. We will never under-
stand consciousness in the deeply satisfying way we've come to expect from
our sciences. This is due to a logical property of consciousness itself. The in-
tractability of consciousness defines a boundary to knowledge; it limits what we
can know about consciousness. Because it is a barrier, it does not entail dual-

ism or idealism, nor is it a threat to materialism. At the same time, this property
does explain both the resurgent plausibility of dualism as well as the fact that
very little scientific progress to date has been made on reductively explaining
consciousness.

We came to these conclusions when we sat down one afternoon several

years ago to discuss the problem of intractability and the argument from it to
consciousness's explanatory dead-end. Dietrich argued from the dead-end to
the conclusion that there would not be a science of consciousness worthy of
the name. Hardcastle argued from the fact that there already is a science of
consciousness and the near-certainty that it will grow in robustness to the con-
clusion that there will somehow be an explanation of consciousness, of some
sort. Neither one of us appreciated the value of the others' viewpoint, to say the
least. Yetboth of us remained convinced of the correctness of the intractability,
so we continued talking.

A key moment came when we realized that sciences don't have to explain
things - at least they don't have to explain things in a way that connects them

with that vast realm of explanations comprising science's great successes. Once
we realized this, we realized that the focus of debate in consciousness research

was not on target. The (or a) primary focus is between those who think that
consciousness is a nonmaterial property of the universe and those who think
that it is a material property - roughly, the debates about consciousness revolve
around dualism versus materialism. But this is not the right focus, given con-
sciousness's intractability. The right focus is between those who believe that

consciousness will one day be explained satisfactorily and those who deny that
it will. The real debate, in other words, is over whether consciousness will oc-
cupy a unique place in the constellation of science, or whether standard science

- - -- -
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will one day grow to enfold consciousness and make it understandable. In this
book, we argue that consciousness occupies a unique place within science, and
that, in a deep sense, consciousness will always remain beyond understanding.
And this fact is due to an under-appreciated property of consciousness itself.

Yet understanding is somewhat like comfort: it is bred by familiarity. Since
there will likely be a robust but nonexplanatory science of consciousness that
will traffic in manipulations of various sorts, and since use begets familiarity, a
kind of understanding of consciousness will grow - its deeper, more mysterious
aspects will come to seem corralled. . . and that will be a kind of understanding.
Which is good, because this will have to do. (We point out, too, that under-
standing why consciousness is in certain ways beyond understanding is itself
a kind of understanding. This will add to our increasing sense that science is,
over time, reigning in consciousness, and that we understand it.)

After working out all of this, we then realized that the nearly complete
intractability of the problem of consciousness changes the way philosophers
should understand philosophy. This may seem too big of a leap. Understand-
ing consciousness is in part a philosophical problem because it involves basic,
purely conceptual matters; there's a logic involved when wrestling with con-
sciousness. But there is something else - an insight due to Thomas Nagel.
The problem of consciousness involves attempting to reconcile two conflicting
points of view: the subjective and the objective. And this attempted reconcilia-
tion is, according to Nagel, shared in common by all philosophy problems. The
intractability property of consciousness says,basically, that the subjective point
of view is logically irreducible to the objective. Assuming that going the other
way - reducing the objective to the subjective - is also not in the cards, then

the two are logically irreconcilable. If all philosophy problems are at bottom
attempts to reconcile these two points of view, and they are irreconcilable in
principle, then philosophy is a Sisyphean task. Or at the very least, philosophy
has a Sisyphean component.

Philosophy, then, on our view, is not a set of deeply posed problems that we
are solving, albeit slowly (glacially so). Instead, the persistence of the problems
of philosophy emerges as a profound epistemic fact about humans. But not just
humans. We argue that any conscious cognitive agent or being is going to be
beset by these problems, and beset by them forever.

So, in short, we claim that the profound intractability of the problem of
consciousness shows that fundamental philosophical mysteries of the universe
are epistemological, rather than metaphysical. And this changes everything
about how we should understand philosophy.

We argue for all this in this book. In Chapter 1, we frame the debate,
altering it from the way it is usually laid out. We couch the discussion as a
debate between naturalists and mysterians. Naturalists believe that there will
one day be a robust, explanatory theory of consciousness; mysterians claim
that science is virtually powerless in the face of consciousness. They are both
wrong. In Part I, we argue that naturalism is wrong. In Part II, we argue that
mysterianism is wrong. In the final part, we show how our approach to the
problem of consciousness changes the debate in philosophy from metaphysics
to epistemology.

Our goal in this book is to end fruitless debate about the metaphysical
status of consciousness, and to clear the way for a decent science of conscious-
ness by removing from it any guilt it may have at not explaining consciousness.
Nothing can explain consciousness. So it can't be a failing of science that it can't
explain it. The epistemic fact we have to come to terms with is that what lies

at the core of our being, the core of our agenthood, is something that lies, not
beyond the limit of our science, but beyond the limit of knowledge.

-- - - - - --- - - - - -



CHAPTER 1

Intuitions at an impasse

The explanatory landscape

At the very end of his long effort measured by skyless space and time without
depth, the purpose is achieved. Then Sisyphus watches the stone rush down
in a few moments toward that lower world whence he will have to push it up
again toward the summit. He goes back down to the plain.

Albert Camus

1.1 Consequences of some obvious but under-appreciated facts

1.1.1What is consciousness?

Consciousness is the way the world seems to us, the way we experience it, feel
it. Taste an onion, see a rainbow, smell a dead skunk on a hot summer's day,
stub your toe on the foot of the bed frame at 4:00 A.M., hear your dog breathe
or a baby gurgle and coo. These are experiences, bits of our phenomenology,
and it is these experiences that somehow give us our subjective point of view.
(We will sometimes use the term "qualia" to refer to these qualitative feels.) We
have experiences because we are conscious. Or, rather, our having them con-
stitutes our being conscious. Being conscious is what makes it fun or horrible
or merely boring to be a human. Using the phrase that Thomas Nagel (1974)
made famous, we can say that a being is conscious if there is something it is like
to be that being.

The above ostensive definition of consciousness, appealing to something
we can only assume our readers have, will have to do, for there is no more ro-
bust scientific, third-person definition available. And this ostensive definition
is the same one researchers have been using to define consciousness since re-
search of any sort was first conducted on it. This fact is well known and has
been extensively commented upon in the literature. But we think it indicates
something not appreciated or at least not generally acknowledged: Research
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on consciousness is not getting any closer to a satisfying explanation of con-
sciousness.

Conscious experience is the most familiar thing in the world - to you.
Descartes was right: you know nothing as certainly as your own conscious
experiences and, next to that, nothing as certainly as the fact that you are con-
scious. I This is quite odd, given that the inexorable march of science has some-
how managed to saylittle illuminating about consciousness. This may be one of
the many spots where the reader will disagree with us, but it is true nonetheless.
If science- and not just a fewindividualscientistshere and there - had man-
aged to say something substantial about consciousness, then there would now
be some agreement on a nonostensive, more theoretically-based definition of
consciousness, as well as how to reductively explain it. Compare the evolution
of life or the behavior of masses in a gravitational field. Science has said some-
thing illuminating about these phenomena, and that is why there is agreement
about them. But there is absolutely no agreement about consciousness, neither
concerning what it is nor how to explain it.

So, oddly, the thing we as individuals know best - our conscious experi-
ence - is the thing about which we as a collective of understanders know least.
As Bertrand Russell remarked, "The sciences have developed in an order the
reverse of what might have been expected. What was most remote from our-
selves was first brought under the domain of law, and then, gradually, what
was nearer: first the heavens, next the earth, then animal and vegetable life,
then the human body, and last of all (as of yet imperfectly) the human mind"
(1961). Human consciousness falls at the very end of our list of intellectual
challenges. There is a good chance that it will remain on that list, forever a
challenge, forever unexplained.

This is an important point. Our whole enterprise begins with it, with this
realization: Consciousness is a big, deep mystery. It is completely surprising,
both that it exists and that it exists the way it does. Why hasn't science had
anything useful to say about consciousness? Our modern scientific sentiments
tell us that a complete and detailed catalog of the physical, chemical, biolog-
ical, and computational facts of the world should entail both the existence of
consciousness and its particular properties. We don't have such a catalog yet.
But even so, one would have expected that our current admittedly incomplete
but still quite good catalog would have at least gestured toward consciousness,
much as it gestures towards quantum computers or a multiverse. But it does
not. In fact, our current scientific knowledge does not in any way entail, sug-
gest, or even hint at the existence of consciousness. Yetthere it is in all its glory.
Consciousness is utterly strange. 2

...
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The explanatory problem of consciousness is the problem of providing a
good third-person, i.e., objective, account of consciousness - an account that

reduces consciousness to some brain functioning, perhaps, or to some higher-
level cognitive or perceptual functioning. Every human (presumably) under-
stands at least something of his or her own consciousness from a first-person
perspective, but what is needed to solve the explanatory problem of conscious-
ness is a third-person perspective. The two fundamental questions such an
explanation would allow researchers to answer are (1) why does consciousness
exist - whyis it likesomething to be a human, or any other consciousbeing,
and (2) why do we, or any conscious being, have the particular experiences we
have - why does biting into an onion lead to the particular experiences that it
does and not to experiencing, say,blue?

These are very difficult questions, and no one has anything remotely ap-
proaching a convincing answer to them. (Of course, many researchers think
they have the correct answers to questions (1) and (2), but they can't convince
very many others that they have the correct answers. If others don't find an ar-
gument compelling, perhaps it isn't.) We flatly admit that we don't know how
to answer (1) and (2). However, we have the next best thing: We have an expla-
nation for why answering them has proven elusive, and our explanation has a
surprising and large effect on any future science of consciousness. Not knowing
how to answer questions (1) and (2) is not a bar to having a science of con-
sciousness. Science, properly understood, divorces answering these questions
from theorizing about the phenomenon.

Part of the key to appreciating this point is recognizing that scientific the-
ories need not be explanatory in a full, satisfying way that comports with our
folk views of, or our more sophisticated views of, or even our deeply held in-
tuitions of, how the world works. In many sciences, having a theory means
having an explanation (e.g., germs in medicine, plate tectonics in geology, nat-
ural selection and genetics in biology). But this isn't true in all sciences. And
it is especially not true in the study of consciousness. Our position, then, is
that a science of consciousness is in the offing, but crucial questions about
consciousness will remain unanswered because they are necessarily unanswer-
able, and hence, an explanation of consciousness will not be forthcoming. We
therefore distinguish between a science of consciousness and an explanation of
consciousness.

....
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1.1.2 But what is consciousness really? An embarrassment of explanations

Many people are quite sanguine about the prospects of fully explaining con-
sciousness. In fact, many find consciousness not very mysterious at all. Con-
sciousness really is just X, they say,and X can be explained scientifically. There-
fore, a scientific explanation of consciousness is just around the corner. Others
say, consciousness really is just X and we can't explain X scientifically, but we
can explain it some other way, religiously, for example. Therefore, while a sci-
entific explanation of consciousness is impossible, we will nevertheless have
another, different kind of explanation.

We will concentrate just on the scientific attempts at explaining conscious-
ness. Scientists have hypothesized many intriguing and insightful things as
being identical to consciousness. Here are some of them: attention, autobio-
graphical memory, being awake, body-based perspectivalness, neural competi-
tion, episodic memory, executive processing, feedback, feature integration, 40
Hz neural oscillations in human brains, high-level encoding, intentionality (as
in intending to do something), intentionality (as in a mental representation's
being about something in the world), meta-processing, mind-based perspecti-
valness, quantum effects in the microtubules of neurons, recursivity, reflective
self-awareness, reportability, salience, sense of self.

That is quite a list. Note how far and wide it ranges. Some of these sug-
gestions reduce consciousness to brain processes (40 Hz oscillations, quan-
tum effects in microtubules), others attempt to identify consciousness with
some psychological process or property (attention, executive processing, var-
ious memory systems), while still others move the problem of consciousness
to some other cohort property of equal rank (intentionality, reflective self-
awareness, subjectivity, sense of self). None have succeeded. All the items on
the list have one of two properties: they either are necessary (at best), but not
sufficient, for consciousness, or are as puzzling as consciousness itself. All of
the attempts to reduce consciousness to brain processes or to psychological
processes give us necessary properties for consciousness (perhaps). All the at-
tempts to explain consciousness by using some mental property of equal rank
merely replace the problem of consciousness with one equally puzzling.

For example, the suggestion that consciousness is captured by populations
of neurons oscillating at 40 Hz is an attempt to identify consciousness with a
better understood brain process. If person P is conscious, then P's brain ex-
hibits the appropriate 40 Hz oscillations. But other mental processes might
also be associated with this 40 Hz oscillation, and indeed probably are. We
are missing something crucial: we have no way of articulating why it is that

40 Hz oscillations and not something else co-occurring with these oscillations
is identical with consciousness. What we want is what we have in, say, ther-

modynamics. In thermodynamics, temperature in solids, liquids, and gases (as
measured by some device, not how hot or cold something feels) is identified
with the motion of molecules - temperature is reducedto molecularmotion.
But the reduction is done without remainder, which is to say that molecular
motion is both necessary and sufficient for temperature, or that temperature
logically supervenes on molecular motion. There is nothing to temperature
other than molecular motion: given a certain amount of molecular motion, a
certain temperature results. The same cleanliness of connection eludes us in
the oscillation case (and in the microtubule case, and in any other attempt to
reduce consciousness to some other process).

Reducing consciousness to psychological properties fares no better. For ex-
ample, reducing consciousness to executive processing and control leaves us in
the dark about what it is about executive control that entails consciousness.

The same is true for intentionality. To the extent that intentionality really is
something different from consciousness (and how different it is is debatable),
we are puzzled as to how intentionality could give rise to consciousness. And
saying that consciousness is recursivity, reflective self-awareness, a sense of self,
or subjectivity is of no help because we have no idea what recursivity, reflec-
tive self-awareness, a sense of self, or subjectivity are. Indeed, explaining what
they are has been a central challenge in the philosophy of mind for the last
several decades.

The situation is actually worse than what we have portrayed. What really
happens is that ifX is proposed as an explanation for consciousness, then to the
extent that X seems to capture consciousness, X is also very puzzling and not
well-understood, so any sense of progress is an illusion. And to the extent that
X is well-understood and not very puzzling, it is unclear how having X makes
us conscious, so there is little or no sense of progress. It is a no-win situation.

Of course, it might be that only consciousness has all the suggested prop-
erties (and more?) at once, in which case the properties in question might be
jointly sufficient for consciousness. In that case, localizing their intersection
would be a helpful idea. However, claiming that they are jointly sufficient -
that once you get all the relevant items together, then you get consciousness -
requires an argument. Such an argument doesn't exist, yet.3 And anyway, the
move is desperate: what it really amounts to is making consciousness a grab-
bag for all interesting or perplexing cognitive attributes. The hope seems to be
that identifying consciousness with a smorgasbord of properties might actually
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work: if we throw enough intellectual spice on our theory, we will cover up any
residual deficiencies.

So, far from there being any agreed upon explanation of consciousness, we
have a surfeit of explanations which range far and wide. It isn't often appreci-
ated how troubling having all these explanations really is. The sheer plethora of
proposals ought to be a warning sign to mind scientists of all stripes: It is clear
evidence that something is very wrong.

Furthermore, having multitudinous explanations is not a sign that research
proceeds apace. In fact, it means that research on consciousness is otiose. Hav-
ing myriad explanations indicates that there are few or no scientific constraints
forcing researchers in a particular direction. Without constraints, researchers
can say pretty much what they want. A further consequence of this is that there
is nothing forcing researchers to nail down a third-person account. Not only is
no research direction indicated, but no research at all is indicated. Of course,

research on consciousness is perhaps useful for its own sake, but it is clear that
we do not need a theory of consciousness to conduct our other mind and brain
sciences. For example, psychology and cognitive science proceed along happily
without having even to mention consciousness (one can find such discussions,
of course; our point is that they are not required). It simply doesn't matter
for our experimental and theoretical work in these sciences whether we unite
behind a theory of consciousness.4

There is an upside to not needing a theory of consciousness. It means that
we can get on with our science of the mind. Given how hard it is, if we had to
solve the problem of consciousness before we could do cognitive science, for
example, then we wouldn't have any cognitive science.

It is our view that researchers have so little useful to say about conscious-
ness because we are epistemically prevented from being able to connect con-
sciousness to third-person processes. All researchers are really doing is point-
lessly dousing each other with concoctions from their intuition pumps. We
seek a different path.

both ontologically and epistemically reduce to (or is) some brain process. There
are materialists who think that consciousness is a brain process, but are dubious
we will ever understand or explain this fact. There are eliminativists who don't
believe that there is any such thing as consciousness (a hopeless position, obvi-
ously). There are idealists who hold that consciousness is really all there is, that
there really is no physical or material stuff or properties at all (this position,
too, seems a tad drastic; . .. still.. .). There are dualists who believethat con-
sciousness is a nonmaterial property of the material brain. There are dualists
who believe that consciousness is a nonmaterial property of some nonmaterial
stuff in the universe, and that somehow this stuff gets associated with material
brains. (These aren't all the positions there are, but these are the major ones.)

Cutting across all these camps is another division: those who believe that
there will one day be a scientific theory robustly explaining consciousness, and
those who believe that there will never be such a theory. This division is the
one we are interested in.

Those who believe that science will one day develop a theory of conscious-
ness that explains how it really works we call naturalists. And those who believe
that there will never be any scientific theory of consciousness we call mysteri-

ans.5Naturalists believe that a satisfying explanation of consciousness is in the
offing because they believe that a scientific theory of consciousness is in the
offing, and they believe that theories offer satisfying explanations. Mysterians,
on the other hand, believe that there will be no theory of consciousness be-
cause there can be no satisfying explanation of it, and, again, they believe that
theories offer satisfying explanations.

We are neither mysterians nor naturalists. When we realized this, we re-
alized that we all had been missing an important distinction: the distinction
between a theory and a satisfying explanation. We hold that being a dualist,
materialist, eliminativist, idealist, or whatever, is not all that important nor
is it all that interesting. What really counts is what you think you can make
of your position - specifically, whether you think a scientific explanation of

consciousness will be forthcoming.6
Naturalists are not the guys in white hats nor knights in shining armor.

They are not scientists poised on the brink of a great and deep insight. Natu-
ralists believe that a scientific explanation of consciousness lies in our future.
Some believe it lies in our near future (some even believe, incredibly, that they
have such an explanation now, e.g., Dennett 1991). Such researchers have not
been paying attention. As we pointed out above, that there are so many radi-
cally different theories of consciousness ought to give sober researchers pause.
Clearly, consciousness is unlike anything we have theorized about previously.

1.2 The real debate: The naturalists and the mysterians

1.2.1 Defining naturalism and mysterianism

Researchers who study consciousness can be grouped into several camps de-
pending on whether they believe consciousness is a physical (material) prop-
erty. There are reductionists (or materialists) who think that consciousness will
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Naturalists are wrong to believe that a satisfying explanation of consciousness
is around the corner. But we take a stronger position. We think that a satisfying
explanation of consciousness is not around any corner. A scientific theory of
consciousness might lie in our future, but not a satisfying explanation.

On the flip side, we do not use the term "mysterian" in a derogatory way.
Mysterians are not Luddites. Rather, they believe, for principled reasons, that a
scientific theory of consciousness is impossible. They are wrong in this belief.
Mysterians are, however, correct in believing that there will never a scientific
explanation of consciousness.

duce consciousness, why some things have inner lives and others don't, nor will
it ever explain why, e.g., trumpets sound like they do to us, nor why chocolate
ice cream tastes the way it does. They believe that consciousness is almost too
bizarre to be real. They take that lesson very seriously and despair.

As with the naturalists, mysterians can either be materialists, dualists, or
idealists. So, for example, there are materialists who believe that though con-
sciousness is certainly a material property of the brain, science will never suc-
ceed in understanding it. Some materialists who believe that science will never
understand consciousness actually hold a more complicated view. They believe
that though human science will never understand consciousness, a radically
different kind of organism might in fact have little trouble developing a the-
ory of consciousness (e.g., see McGinn 1989, 1993). These materialists don't
believe that consciousness, as such, is a mystery, i.e., it is not fundamentally

a mystery. Rather, it is mysterious to us, and to other creatures like us. Other
materialist mysterians, however, do, in fact, believe that consciousness is fun-
damentally mysterious - how it arises will be a mystery to any creature who

contemplates it. And, accordingly, no scientific theory of consciousness is in
the cards (Dietrich & Gillies 2001).7

These naturalist and mysterian camps cannot talk to one another, for their
differences are deep and entrenched. Some see the conflict as over whether or
not consciousness is a brute fact about the world. Others see it as turning on
whether consciousness has any relevant causal properties. However, in large
part, the divergent reactions between the naturalists and the mysterians de-
pend on antecedent views about what counts as an explanation in science. The
naturalists are those who are sold on the promise of science. They believe that
the way to explain something is to build a model of it that captures at least
some of its etiologic history and some of its causal powers. Their approach to
explaining consciousness is to isolate the causal influences with respect to con-
sciousness and then model them (see, e.g., Churchland 1984; Flanagan 1992;
Hardin 1988).

In contrast, mysterians do not believe that science and its commitment to
modeling causal interactions and organization are always up to the challenge
of explaining the world via theory, and this is especially true when it comes to
providing a theory of the conscious mind (e.g., McDowell 1994; Nagel 1979;
and, perhaps, Block 1997; Searle 1992). They believe that some things - many
things - might be scientifically explained in terms of physical causes, but qualia

aren't going to be one of them. Isolating the causal relations associated with
conscious phenomena would simply miss the boat, for there is no way that
doing that will ever capture the qualitative aspects of awareness. What the nat-

1.2.2The tension between naturalism and mysterianism

Most devout, committed 'naturalists believe that, though still poorly under-
stood, consciousness is ultimately unmysterious or perhaps only mildly myste-
rious, a feeling which will fade with the time. These researchers have faith that
science as it is presently construed will someday explain consciousness. One
doesn't have to be a materialist to be a naturalist, though most are. There are
dualists who believe that a scientific, naturalistic dualism is on the horizon -
we just need to broaden our conception of causation, and probably our notion
of explanation, by including in it notions of association or acquaintance or the
like (it is not clear this broadening will work, since on all dualisms, the kind
of tight conceptual connection that makes our best scientific theories so robust
and satisfying is unavailable, no matter what notions one adds; one can there-
fore legitimately wonder if "scientific dualists" have changed the game so much
that they are no longer contributing to science, but rather, to speculative phi-
losophy or metaphysics (see, e.g., Chalmers 1996,2003)). One could even be
an idealist and be a naturalist: one would just have to believe that some of one's
experiences will explain one's other experiences scientifically. We don't know of
any idealist naturalists, so if you are looking for some territory to stake out, this
one is available. The important unifying conviction for all naturalists, though,
is that we humans will be able to understand consciousness in some sort of rea-

sonable and satisfying third-person way, through some sort of rigorous process
of scientific inquiry.

On the other side are the mysterians. These researchers are not sanguine
at all about explaining consciousness, scientifically or otherwise. They all be-
lieve that whatever consciousness is, it is truly and deeply mysterious and will
remain that way. And, as a result, science will have little to say that is truly
informative about consciousness. In particular, science will never be able to

explain why brains are things that are conscious, what parts of the brain pro-
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uralists might do is illustrate when we are conscious, but that won't explain why
we are consciousness. The naturalists would not have explained why it is that
40 Hz neural oscillations, or the activation of episodic memory, or an executive
processor, or whatever, should have a qualitative aspect, and until they do that,
they cannot claim to have done anything particularly explanatory with respect
to consciousness.

Another way to couch the difference between naturalists and mysterians is
in terms of when each camp thinks the enterprise of explaining consciousness
will be completed. Mysterians say that the project of explaining consciousness
will not be finished until the existence and nature of qualia are explained in
some satisfying, third-person, scientific terms. Naturalists usually agree with
this. But there are four main varieties. Some naturalists take the just-wait-until-
next-year attitude: "We will explain qualia completely and without remainder
soon - please be patient." Another group says that explaining the relevant neu-

ral or cognitive states associated with consciousness is explaining qualia. A
third group significantly weakens what counts as an explanation. They hold
that explanations of consciousness will flow solely from laws that associate or
correlate the phenomenal realm with the material or physical realm. When
such correlations are listed, nothing of any interest will remain to be explained,
or at least nothing of any scientific interest will remain to be explained. Mem-
bers of all three groups believe that the explanations they foresee will flow from
some theory, and will be satisfying, at least to a fair degree. Members of the first
group refreshingly stick to familiar notions of a satisfactory explanation. That is
why they put all their bets on the future. Members of the last two groups do not
place all their bets on the future; they try to manipulate or try to change the no-
tion of a satisfactory explanation, often by delving into the psychology of what
makes an explanation satisfactory. Some of these naturalists think that the 'Sat-
isfaction supplied by their eventual theory might be an acquired taste - a state

achieved only after living with the new theory for quite sometime: Familiarity
engenders explanatory satisfaction. Given the theory and enough time spent
using it, scientists will eventually lose any sense that consciousness is myste-
rious and the theory's explanatory capacity will be found to be quite robust.
Lastly, there are some wily naturalists who admit that the correct explanation
will certainly not seem true or strike us as true, but that we will be able to dis-
count this feeling because of the power of the theory (McDermott, 2001, tries
this move; for our reply, see Dietrich & Hardcastle 2002).

Mysterians, not surprisingly, have something to say to each group. To the
first group they say: "Yeah,yeah:' To the second group they say: "You are not
explaining consciousness, but something weaker. And you cannot dodge this

fact merely by stipulation:' And to the third group they say: "This kind of
explanation is so weak, it won't be remotely satisfying. The conceptual frame-
work which includes consciousness and the one which includes the rest of

the universe supposedly tied to it via 'psychophysical laws' are too incom-
patible to provide any sort of satisfying explanation:' And to any naturalist
who tries to alter the notion of satisfactory explanation or to explain away the
feelings of unsatisfactoriness, they say: "Satisfying explanations are not merely
an acquired taste. They encapsulate real, robust logical connections. All that
spending time with a theory engenders is skill with the theory, but no one
who is honest confuses skill with explanatory satisfaction:' And then to all four
groups the mysterians say, "Since none of you has a genuine explanation of
consciousness, none of you will be able provide the world with a theory of. "
conSCIOusness.

1.2.3 Silence at the impasse

Here is a summary, with our commentary, of how the argument has gone
between the naturalists and the mysterians.

The naturalists begin: "Let us assume a prior and fundamental commit-
ment to mechanism. If we are materialists, then we have to believe that con-

sciousness is some physical mechanism, presumably something in the brain.
So we ought to be able to isolate the components of the brain and of brain
activity necessary and sufficient for consciousness:' (The story is more com-
plicated if the naturalists are dualists, but the basic outline remains the same:
there is a commitment to mechanism and from that they get some necessary
and sufficient physical correlatesfor conscious states. These states would then
index the structure of consciousness in all its glory, and such correlates would
function in some sort of bridge laws that would form the basis of the science of
consciousness. )

The mysterians reply: "Though the naturalists might have been successful
in isolating the causal etiology of consciousness, they have not explained why
it is that that isolated brain activity should result in conscious. They have not
explained why it is like anything at all to have that brain activity:'

"Part of a good explanation:' the mysterians maintain, "is making the
identity statement, or correlation statement, intelligible, plausible, reasonable,
intuitive. This is a conceptual point: the explanans doesn't need to make the
explanandum necessary, but there should be some type of inferential relation-
ship - a plausible, probabilistic, inductive one is perfectly acceptable - between

the concepts of the explanans and the explanandum. So, the concept of con-
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sciousness ought to follow or arise naturally and easily from our conceptions
of brain functioning. The naturalists have not done this: the facts surround-
ing consciousness, and whatever facts in the material realm are alleged to
explain it, strike most researchers as light-years apart. Why this should be is
very interesting. The concepts we use to think about consciousness and those
we use to think about neurons, neurochemistry, psychology, cognition, and
the information-processing mind seem unrelated. Perhaps they are in fact un-
relateable. So, naturalists have not explained the most basic, most puzzling,
most difficult question of consciousness. They haven't removed the mystery
of the connection between the conscious mind and its body:' (Sometimes this
unclosed connection is referred to as the explanatory gap (Levine 1983).)

The mysterians are, of course, right: being a good explanation is an ex-
planans making the explanandum intelligible, plausible, reasonable, and in-
tuitive. Of course, intuitions can be beefed up, exercised, and even altered, but
unless some explanation appeals to our (perhaps tutored) intuitions and strikes
us as plausible, it won't be satisfying. So, scientific theories of consciousness
won't explain the weirdness of consciousness to those who find it weird. And,
as we have argued above, we should all find it weird.

In response, the naturalists point out that at least some part of a theory
becoming a satisfying explanation is just getting comfortable with the theory.
They point out that old concepts have to change or die off. Then the new
concepts supplied by the theory can work their magic and provide everyone
with an intuitively plausible explanation. In this vein, naturalists parade other
cases of scientific theories that at first seemed unsatisfying as explanations, but
then later grew on us. For example, they say, "Like a 'life-mysterian' - someone
who believes that life is something over and above biology and biochemistry -
consciousness-mysterians need to alter their concepts. To put it bluntly: mys-
terians' failure to see that consciousness can be explained by a theory cuts no
ice with science. Their concepts are at fault, not science:'

But this ploy doesn't work; here the mysterians beat the naturalists at their
own game. The mysterians say, "Life-mysterians held out for the view that life
was something over and above biochemistry. They wanted but failed to get
the missing 'life-force: We, on the other hand, are not (or are not necessar-
ily) holding out for the view that consciousness is something over and above
neurochemistry. We simply deny that neurochemistry, or any other science,
is going to explain consciousness satisfactorily. Just look at that sunset, taste
this strawberry, listen to the thunder . .. Where are these experiences in your
neuroscience? Experiences might well be material, but explaining them scien-

tifically is not in the cards. Life-mysterianism isn't reasonable; Consciousness-
mysterianism is:'

At this point, the naturalists make a very reasonable move: they point
out not that today we can see that consciousness-mysterianism is like life-
mysterianism, but only that we can't know today what science will discover
in the future, that vast expanse of time wherein lives all hope - and science

is nothing without hope. So, claim the naturalists, one day in the future, we
might very well discover in some new process the very concepts we need to
understand consciousness truly and satisfyingly. It is arrogant, say the natural-
ists, for the mysterians to claim that human scientists will never come up with a
scientific theory of consciousness that explains this unusual phenomenon to us.

Here, the naturalists are on to something. A gauntlet has been thrown
down: if you want to remain a mysterian, it is not enough to wring your hands
and say, "Woe are we:' You have to come up with an argument that an expla-
nation of consciousness is not in the cards. Of course, several mysterians have
tried to do just that (see, e.g., Levine 1983;McGinn 1989).

Finally, there is the following self-defeating move we have seen some natu-
ralists make. They try claiming that it is just a brute fact about the world that
consciousness is just such and such brain activity (or, for the naturalistic dual-
ists, consciousness just is tightly coupled with or associated with such and such
a brain activity). This is just the way our universe works and we should accept it
without whimpering. This move is self-defeating because, by definition, it can
never produce a satisfying explanation. Brute facts are brute, after all. Nothing
explains them. So, for the naturalists to take this tack is to give up naturalism.

There is something else to say about this "brute fact" approach. Though at
times it appears that the brute fact approach is what the naturalists are assum-
ing, especially when they dismiss out of hand those overcome by the eeriness of
consciousness, in an ironic meeting of the minds, this is what some mysterians
want to do as well. Consciousness is too odd for us to grasp, so we should just
accept it without expecting scientists or anyone else to plumb its mysteries. No
further explanation is needed or expected. (One can read McDermott 2001,
this way.)

However, this sort of response is too facile, on both sides. It is true that
we accept brute facts about our universe. Our universe contains matter and
energy. We don't spend much time wondering why, it just does, and we rea-
son from there. On the other hand, there are facts about the world that we do

not accept as brute. We feel perfectly comfortable expecting an explanation for
why water is liquid. That is not a brute fact. We explain the liquidity of water
by appealing to other facts about the world, the molecular structure of water



18 Chapter 1 Intuitions at an impasse 19

and its concomitant microphysical properties, for example. And these facts are
explained in turn by other facts, such as the quantum mechanical structure
and properties of hydrogen and oxygen. Now these might be brute facts, but
perhaps not. Eventually, however, we will work our way down to some basic
matter and its energetic interactions. This matter and its interactions explain
not only the liquidity of water, but the physical nature of everything else, solid
or gas, as well. Only a few, very privileged, and very fundamental facts about
our universe are brute, and they underlie everything else in our world.

We are not advocating this rosy view of science here. We are merely point-

ing out the quite reasonable desire to have as few brute facts as possible. The
way to achieve this is to make sure the brute facts are very basic, where this
means that when working together, the small set of brute facts account for as
much as possible. At this stage of inquiry, it seems that consciousness should
not be classified as a brute fact (in general, whether some fact is brute or not is

partly empirical and partly theory-based). It seems like consciousness should
be due to more fundamental facts in the universe - everything else about the

brain is, why should we expect consciousness to be any different? Hence, if one
is to claim that consciousness being a 40 Hz oscillation or executive memory

is simply a brute fact about the universe, then one is prima facie operating
with an odd and perhaps troubling metaphysics. Of course, such a metaphysics
might turn out to be true: consciousness might be a further brute fact about
the universe (Chalmers's argues for this). Nevertheless, we don't want to claim
consciousness is brute unless we absolutely have to.

We have reached a standoff. The naturalists say materialism, or dualism

and some sort of bridging mechanism, entail an identity statement, or bridge
law, for consciousness, and that such an identity or bridge law will be intel-
ligible, plausible, reasonable, and intuitive. Consciousness will eventually be
no more mysterious to them than the liquidity of water or the aliveness of
living things. A robust explanatory theory should someday come. The mysteri-
ans do not share these intuitions. Whatever identity statements the naturalists

dream up simply won't be enough to persuade them that consciousness has
been explained in any theoretically interesting way. Understanding conscious-
ness requires more - much more - than even perfect correlations. And since
no explanation is in the offing, there will be no theory, either.

It is obvious that the naturalists and mysterians agree about the facts: We
don't have a scientific theory of consciousness, but one day we will be able to
get a series of relevant correlations - maybe. But their reactions to these facts

are quite different. The naturalists see the (hoped for) correlations as a promise

for a future theory and robust explanation. The mysterians see the possibility
of getting correlations as a dead-end, and hence as a dismal defeat for science.

Our position about the disagreement between the mysterians and the nat-
uralists is that they are both wrong. They are both wrong because both the
mysterians and the naturalists have the same understanding of "theory;" they
both agree that scientific theories offer explanations. Sometimes this is true. We
certainly like it when it is true. But explanations are not necessary adjuncts of
theories, and in the case of consciousness (and some other interesting cases),
theory and explanation pull apart. It is an interesting story how this comes
about and the consequences it has for our understanding consciousness (and
other things as well). But first, we need to explain why the naturalists and the
mysterians are both wrong.
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CHAPTER 2

Against naturalism

The logicalboundary of consciousperception

We know two things about what we call our psyche (or mental life): firstly, its
bodily organs and scene of action, the brain (or nervous system) and, on the
other hand, our acts of consciousness, which are immediate data and cannot

be further explained by any sort of description. Everything that lies in between
is unknown to us, and the data do not include any relation between these two
terminal points of our knowledge. If it existed, it would at the most afford
an exact localization of the processes of consciousness and would give us no
further help toward understanding them.

Sigmund Freud

1,,,11

There is an intuition most of us have - whether we are mysterians or nat-
uralists - that our conscious experiences could somehow be sundered from
the world experienced. This intuition usually manifests itself in two forms: the
Cartesian and the zombie intuitions. These two intuitions are typically used to
generate metaphysical claims - that is how dualists use them, for example. But
in this chapter, we are going to discuss their epistemic force: these intuitions
have the power to derail naturalism - a fact not generally appreciated. We also

present the best way to deal with them from the naturalist's point of view. But
then we show that that way requires something logically impossible and so is
untenable. Our conclusion will be that the two intuitions are ineluctable:once

held or once acquired, there is no epistemic condition that can remove them.
It follows from this that naturalism, of any stripe, is not a viable option: there
will be no explanatorily satisfying theory of consciousness.

Before we turn to that, however, we briefly explain the technical notion of
supervenience (Chalmers 1996;Davidson 1970;Kim 1993), and discuss how we
might come to believe that a supervenience relation exists between two things.
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2.1 Supervenience and its epistemology Another good example of supervenience is in your computer. Fix the states
(1 or 0) of all the bits in your computer (in the CPU, on all the RAM, and on
your hard drive, etc.), and you thereby establish the program you are running
(a word processor, say), what you are doing with it (writing a chapter, say), and
what parts and versions of the chapter are stored on your hard drive. The bits
are the low-level facts, and the chapter as it appears on the screen as you write it
is the high-level fact. Fix the bits, and you fix the chapter in its entirety. Change
even one bit, and you change something, e.g., the document or the program.

Our physical universe as a whole works just like the computer or the glass
of water. It is simply impossible that the low-level facts about our world could
be exactly what they are and yet there be no stardust, no suns, no galaxies, no
planets, no continents, no minerals, no life, no US Constitution, no penguins
in Antarctica, and no MTV. In short, and though it may sound strange, MTV is
what it is because certain low-level facts are what they are. There is no possible
world with all the same, subatomic facts as ours that isn't blessed with MTV.

Since fixing all the low level facts in our physical universe completely deter-
mines what all the high level facts are (note, this does not go the other way), in
an important sense our universe is just one big set of physical facts described at
different levels. The lowest level is the subatomic level (or some sub-subatomic

level), from there we move up through the atomic level, the molecular level,
the macrochemicallevel, the biological level, and on up to the level of cultures
and politics.

To understand that a supervenience relation actually exists between some
low-level facts and some high-level ones, one makes an inference. This infer-
ence connects the low-level facts with high-level ones in one's mind. Only after
this inference has been made can one see that the relevant properties supervene
on their base. We call this inference a supervenience inference.

Supervenience inferences can be very well-behaved sometimes. This hap-
pens in cases of low-complexity. If some molecules form themselves into a
square then squareness supervenes. One can just "see" in one's mind's eye that
were some molecules to do this, squareness would obtain. This is an easy con-
ceptual matter. But much more common are the complex causal inferences.
The motion of a car is causally dependent on the motion of its engine and
drive train: the motion of the car supervenes on the motion of its engine and
drive train, for fixing the motion of the drive train suffices to fix the motion
of the car. The medievals called this kind of causation "causation per se." They
called the kind of causation where, for example, a rolling bowling ball knocks
Oversome bowling pins "causation per accidens."What distinguishes causation
per se from causation per accidens is that, in the former, if the effect exists,
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Supervenience is crucial to the modern consciousness researcher. It is a notion
usually couched in terms of properties: properties supervene on other prop-
erties. In general, A properties supervene on B properties when fixing the B

properties automatically fixes the A properties. There are two ways in which
A properties can supervene on B properties: naturally or logically. Natural, or
nomic supervenience, refers to items only in this universe, constrained by our
natural laws. A properties supervene naturally on B properties if, according to
the laws and conditions of this universe, any two situations identical in their
B properties are identical in their A properties. Logical supervenience refers to
any logically possible world (any logically possible universe). A properties logi-
cally supervene on B properties, if any two logically possible situations identical
in their B properties are also identical in their A properties. In both cases, B is
called the supervenience base. (Another way to state logical supervenience is to
say that A facts supervene on B facts if fixing the B facts suffices for fixing the
A facts. We will move between these two characterizations without much ado.

Nothing turns on this, for a fact is a metaphysical particular pairing some ob-
ject and some property. It is a fact that 2 is prime, and it is a property of 2 that
it is prime. The fact pairs the number 2 with the property of being prime.)

It is important to understand logical supervenience thoroughly, so we con-
sider some examples. Imagine a glass ofliquid water. The molecules in the glass
are caroming all over the place in an agitated way.Now, try to imagine another
glass of water where the molecules are behaving in exactly the same way as in
the first glass, and all other relevant microphysical facts are the same, but where
the water in the second glass is frozen solid. You can't do it (you are mistaken
if you think you can). The physical state of the water, solid, liquid, or gas, is
determined by the motion of the molecules: change the motion significantly,
and you change the overall state of the water.

This observation can be extended to any temperature of the water in the

glass, whatsoever. Imagine a glass of hot water, say 95 degrees Celsius. The wa-
ter molecules in such a glass are very agitated. It is logically impossible that
another glass of water could contain water molecules behaving exactly as in
the first glass, and yet the water be at, say, 20 degrees Celsius. Temperature is

molecular agitation. This is a conceptual truth, arising partly from how tem-
perature is defined, and partly from our understanding of the physical world.
Fix the behavior of the water molecules in the glass and you automatically fix
the water's temperature. (It is important here to focus on temperature and not
how hot or cold the water feels since how it feels is a phenomenological state.)
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the cause must too (Priest 2002:35). We stress that causation per se always re-

quires fixing the context of causation. So, for example, in the car case, it must
be assumed that the tires are on a road, that the road has the appropriate fric-
tion, that the coefficient of friction is correct, that the air pressure is standard,

etc. etc. When talking about causation per se we will always assume that the
context is fixed appropriately without specifying what that might entail. When
discussing supervenience and causation, we will always mean causation per se.

Seeing some specific case of supervenience as causation per se requires
making at least a somewhat complex causal inference. In principle, this infer-
ence is like seeing the supervening of squareness, but in practice many more
concepts and conceptual relations are involved.

2.2 Zombie and Cartesian intuitions: Roadblocks to an explanatory
theory of consciousness

2.2.1The nature of the zombie and Cartesian intuitions

One version of the intuition that consciousness experience can be sundered

from the world experienced or the body having the experiences is the intu-
ition that consciousness is completely unnecessary for thought and action;
consciousness just comes along for the ride.

This view is highlighted in the notion that consciousness is experience:
things happen to us and we experience them. All the real work of the mind
is done by cognitive, subcognitive, and noncognitive processes. But the felt
disconnect is deeper than this. Not only is the real work done by mental or
neural processes that don't need to be conscious, but consciousness is not even
adequately causally or logically connected to the mind. If true, this intuition
suggests that there might be creatures who lack consciousness entirely but who
otherwise behaved perfectly normally, or even perfectly rationally. Such crea-
tures are called zombies. The intuition that such creatures are possible is called
the zombie intuition.

The zombie intuition develops in virtually anyone who philosophically
wrestles with the nature of consciousness. (We say that one needs to wrestle
philosophically with the nature of consciousness because it is far from clear
that laypeople have the zombie intuition. However, we are confident that we
could instill or activate this intuition in most laypeople given an afternoon;
our students are relevant, positive data.) That one can sunder the phenomenal
and the physical, and implement just the physical in a non-phenomenal system

..
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just seems to be obvious, if not immediately obvious. And anyone who has the
zombie intuition is going to find it difficult to conceive of consciousness as log-
ically supervening on the physical- even if it does and even if they were shown
the neurally relevant supervenience base. Yet,any decent naturalism is going to
have to somehow sideline or explain away the zombie intuition.

There is another intuition in the area that is much more common that has

the same results. Many laypeople develop this intuition easily and naturally on
their own. This is the intuition that our conscious experiences could be just
what they are regardless of how the world is - that somehow our consciousness

need not cohere with how the physical world actually is. We call this intuition
our Cartesian intuition. Like the zombie intuition, it, too, is a kind of belief (as
are all intuitions).

Descartes obviously had this intuition (see, for example, Part IV of his Dis-
course on Methods and other places). Interestingly, it is reasonably clear that
Descartes didn't have the zombie intuition: he thought zombies were (morally)
impossible. In Discourseon Methods, Part V, he says:

.. .if there were machines bearing the image of our bodies, and capable of im-
itating our actions as far as it is morally possible, there would still remain two
most certain tests whereby to know that they were not therefore really men.

The two tests are language (Descartes was certain that zombies (or machines)
would never be able to truly use a natural language as humans do) and the
ability to act based on subtleties of reason and knowledge (Descartes thought
that, eventually, a zombie would betray itself by not being able to do something
which involves reason that humans can readily do).

The Cartesian intuition (as Descartes noted) is easy to come by. Dreams are
a good route. At one time or another, we have all dreamed that we are some-

where strange or have vividly imagined that we are doing something exciting
or novel, yet we are not where we dreamed nor doing what we imagined. If we
can dream we are hang gliding in Tibet when we are home in our beds, then
perhaps we are just dreaming we are at home in our beds. Perhaps everything
is a dream. Perhaps boarding a jet, flying to Nepal, trekking in to Tibet, and
hang gliding is a dream. We all have at one time or another thought something
like, «What if none of my experiences are real? What if my entire experience of
the world is one big dream? What if nothing is the way it appears to me; what if
nothing is the way I experience it?" It can be a frightening thought. But it could
be true, it seems. 1
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The Cartesian intuition is another bar to naturalism. Like the zombie in-

tuition, this intuition sunders the physical from the phenomenal. But it does it
differently than the zombie intuition.

The zombie intuition makes a claim about supervenience. It says that con-
sciousness doesn't logically supervene on neural processes in the brain: con-
sciousness needn't exist just because the relevant neural prodsses do. The world
is there, but it is not experienced. The Cartesian intuition does not make any
supervenience claims. To say that A supervenes on B is to say all B worlds are A
worlds. It is not to say that a C world couldn't also be an A world.

Couched as claims about how the world is experienced, we can render the
zombie intuition as:

it will need to do that, too. The explanation will have to make the connection
compelling. If the explanation cannot do this, then there will be little reason to
call it an explanation as opposed to just a statistical association. The term "ex-
planation" might be used, but it would be honorific. The intuitions, especially
the Cartesian intuition, which is so easy to come by and so easily held, will
make any proposed explanation seem thin, even to specialists who will be well-
acquainted with technical details of the theory. Both intuitions drive a wedge
between the very concepts that need connecting and that must be connected if
an explanation of consciousness is to work, if the explanation is to be worthy of
the name. Therefore, some way has to be found to sideline these two intuitions.

Different minds / Same world

and the Cartesian intuition as:

Same minds / Differentworlds.2

The zombie intuition says that minds can vary while the world remains the
same, and the Cartesian intuition says that the world can vary while minds
remain the same. Either way, the result is the same: there is no connection be-
tween minds and world, between conscious experiences and the alleged causes
of those experiences strong enough to support an explanatory science of con-
sciousness. Both intuitions make it mysterious why certain brain states result in
or cause the phenomenal experiences that they do. The zombie intuition does
this by blocking the relevant supervenience inference. The case of the Cartesian
intuition is more involved. Here, two minds having the same experiences could
reside in radically different worlds. There might be supervenience inferences
available from the worlds to the minds, but there would be no explanations
because nothing would explain the given phenomenal states (the experiences)
as a type. Explanations require more than supervenience relations. Suppose we
discover two containers of water. In one, the water is frozen and in the other, the

water is boiling. But both are at a temperature of 50 degrees Celsius. Assuming
the case was repeatable, and assuming we could convince ourselves that our
thermometer was working (and everything else was working in standard fash-
ion - both are large assumptions), we would have little choice to but to revise
thermodynamics.3

If one seeks a scientific explanation of consciousness, then the Carte-
sian and zombie intuitions are serious obstacles. A good, satisfying explana-
tion of consciousness will need to make the connection between it and the

brain/neural states on which it super lenes more than just intelligible, though

2.2.2 Persistent illusions: The best case for naturalism

Scientific explanations often show us an aspect of the world different from our
intuitive understanding of the world. In general, any proposed reductive expla-
nation, if it is to be satisfying and compelling, has to explain away, or reduce
the force or the compellingness of these countervailing intuitions. We refer to
this reduction of compellingness as defanging the countervailing intuitions.

Defanging intuitions that stand in the way of a scientific theory can be ac-
complished in a variety of ways. If the intuitions are veridical, then they must
represent knowledge of some genuine physical process. In that case, the best
way to handle them is to explain them as a natural consequence of the other
physical processes, or, in the best case, as natural consequences of other pro-
cesses working in tandem with the main physical process in question. Here is
an example of what we mean.

Galileo's theory of gravity had the consequence that a hammer and a
feather, if released at the same time and from the same height above the ground,
will hit the ground at the same time. Of course, if one runs this experiment in
the open air on Earth, the results are quite different from the predicted re-
sults - the feather comes to rest on the ground much later than the hammer. Is
Galileo's theory wrong? No. Air resistance is causing the problem: the feather
has much greater air resistance than the hammer and so is slowed down much
more by the air. Galileo's theory assumes an airless environment. Run the ex-
periment on the Moon, or in an airless container here on Earth, and you get the
correct results. The plausibility and hence believability of Galileo's theory goes
up with the introduction of air resistance to explain why on Earth, the feather
floats down long after the hammer. And of course, gravity explains why there
is air and air resistance, in the first place, so the theory just gets stronger.

---
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But though common and very useful, this sort of defanging cannot be used
in the case of consciousness. This is because the countervailing intuitions in the
gravity example and in the example of consciousness have different epistemic
status owing to their different etiologies. On Earth, the feather really does reach
the ground long after the hammer. The intuition that gravity moves heavy
objects faster results from observing such facts. But the situation with con-
sciousness is nothing like this. We don't, and indeed cannot, observe zombies,
and no one can conclusively prove via other means that zombies are possible
(we merely think they are possible (if we do) because they are conceivable). On
the other hand, it is impossible to prove that there aren't zombies. So we don't
know if there really are zombies or not. The relevant observations- basically
that there is an epistemic gap - are, at best, inconclusive. The best strategy for
the naturalist then, is to construe the Cartesian and zombie intuitions as persis-
tent illusions. This view of them says that the zombie and Cartesian intuitions
are not knowledge. They are, therefore, not suggestive of nor guides to the na-
ture of reality at all. They are misleading appearances, but appearances of such
power that we can't shake them. The argument for this is made by considering
these exhaustive three cases.

as conscious as doorknobs. Many philosophers can easily imagine such crea-
tures. But imagination is doing all the work here. No one ever actually observes
such zombies. Even if you are the only conscious creature in the entire universe
and all the rest of us are in fact zombies (a version of the problem of other

minds), you still don't observe us qua zombies. Again, this case is completely
unlike the Gallilean case. That we can readily imagine non-twin zombies is not
particularly good evidence for, nor a particularly good reason to believe the
claim that non-twin zombies are possible. Hence, that we can imagine non-
twin zombies is best thought of as an illusion. That is, lacking good evidence
that non-twin zombies are possible, the best epistemic status that the notion of
non-twin zombies can achieve is that of being a persistent illusion.

Case 3: A Cartesian world

In the case of our Cartesian intuitions, we really do observe something rele-
vant to it: every night we dream and hence consciously experience events that
didn't happen. This is evidence for our Cartesian intuition. But, it is only mild
evidence. Humans' Cartesian intuitions vastly outstrip the paltry evidence sup-
plied by dreams and the like. We have no evidence that the entire world, in all
of its rugged coherence, could be a sustained lie. That is a gigantic generaliza-
tion of the mere notion that sometimes we experience things that don't exist.
As an antidote to this, notice that the large majority of us have no trouble at
all distinguishing between dreams and reality (i.e., the non-dreamed world).
Our Cartesian intuition is quite robust, and is quite unlike the Galilean case.
So, again, this intuition is best construed as a persistent illusion.

Case 1: Zombie twins

The crucial intuition used by Chalmers in his argument for dualism is the in-
tuition that we each have a logically possible zombie twin (1996). Your zombie
twin is your exact physical duplicate in another possible world, but where this
duplicate lacks your conscious experiences. In the appendix to this chapter,
we show that the argument for zombie twins does not and cannot be made
to work. And we argue for something stronger, that the zombie twin intuition
is incorrect: no conscious person or creature of any sort could have a zombie
twin. But understanding this argument has no effect on dualists, nor even on us
who accept it - we ourselves continue to have prima facie beliefs that we could
have zombie twins. (A prima facie belief is a defeasible, easily held, but not
deeply considered belief. Perceptual beliefs are good examples of prima facie
beliefs.) This shows that the zombie twin intuition persists even in the face of
demonstrations of the impossibility of zombie twins. Hence, the zombie twin
intuition must be an illusion - a deeply persistent illusion.4

Consider the Mtiller-Lyer illusion (Figure 1). The two horizontal bars are ex-
actly the same length (measure them, if you wish). We know that they are the
same length because in making this illusion we first drew one horizontal bar
and then, using a drawing program, duplicated it to produce the second bar.
They are "clones" of another. Yetso compelling is the illusion that even we had
to re-measure them to make sure we hadn't made a mistake. The Mtiller-Lyer il-

Case 2: Non-twin zombies

Non-twin zombies are possible, perhaps. These are rational, cognitively robust
creatures in some possible world who nevertheless lack consciousness. They
are not clones of us, but they might have great civilizations, etc., while being

Figure 1. The Miiller- Lyerillusion. The two horizontal bars are exactly the same length,
yet the top bar looks longer
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lusion is so persistent that no amount of arguing or measuring or even cajoling
will be enough to alter one's perception that the top bar is longer. Psychology
is rife with such illusions. They persist even in the face of complete refutation.
The zombie and Cartesian intuitions work like this. At least, so should say the
naturalist.

Naturalism's best chance for success at defanging the Cartesian and zom-
bie intuitions, then, is to treat them as illusions like the Mtiller-Lyer illusion.
We mean this analogy quite precisely. We are saying that Cartesian and zombie
intuitions are perceptual-cognitive illusions just as is the Mtiller-Lyer illusion a
perceptual-cognitive illusion. Indeed, that it is perceptual is the going explana-
tion of why the Mtiller- Lyereffectpersists even in the face of rational refutation:
the perceiving, so the explanation goes, is under the control of a module that
is informationally encapsulated from higher cognitive processes like rational
decision-making and the like (see, e.g., Fodor 1983). We aren't committed to
the modular explanation being correct, in either the Mtiller-Lyer case or in the
case of the consciousness illusions. All we need is that the Cartesian and zombie

intuitions are illusions very much like the Mtiller-Lyer illusion, and that these
illusions persist because of their perceptual-cognitive nature.

Given this, the following analysis of the situation emerges. First, note how
one goes about counteracting the Mtiller-Lyer illusion: one measures the two
horizontal bars and discerns that they are the same length. This evidence is
given a greater weight than the other perceptual evidence confronting one's
eyes. One ignores then what one's eyes are telling one and believes (perhaps
with an act of will) that the two horizontal lines are the same length. It is im-
portant to note that measuring the horizontal bars results in a different kind of
perceptual information, not in some nonperceptual information that is some-
how better than the perceptual information one gets by just looking with one's
eyes. The measurement-based perceptual information is given a greater weight
because of its etiology, not because it is a different kind of information.

Just so with the supposed eventual theory of consciousness imagined by
the naturalists. Eventually, the naturalists claim, someone will produce the cor-
rect explanatory, reductive explanation. This explanation and its concomitant
theory will provide some sort of robust evidence that such and such a brain
process is the seat of our consciousness (the supervenience base of our con-
sciousness). Given the compellingness of this evidence, we will naturally weight
it over the Cartesian and zombie intuitions and come to believe what the the-

ory says is true of consciousness rather than what our intuitions tell us is true.

The two intuitions won't go away in the slightest, but they will be rendered im-
potent - defanged - because they will be seen to be pure illusions. It is in this

way that the eventual correct theory of consciousness will win our hearts and
minds, if not our intuitions (McDermott 2001, makes precisely this point when

defending this theory of consciousness; but see Dietrich & Hardcastle 2002).
What would make the evidence compelling? It is clear that mere statis-

tical data correlating some neural processes with certain conscious states are
never going to be enough to sweep aside the zombie and Cartesian intuitions,
rendering them mere persistent illusions. Perhaps there are other ways that ev-
idence from a naturalistic theory could compel us to believe the theory, but
we don't know what they are. There is, however, one obvious, best case: just
as in the case of the Miiller-Lyer illusion, perceptual information with an im-

peccable etiology would be compelling to all concerned - to naturalists and

mysterians alike. The indisputably best perceptual information would be to
witness consciousness arising from its supervenience base. This evidence ob-
viously would outweigh the zombie and Cartesian intuitions and sweep all
doubt away (though not the intuitions). Materialism would be established,
naturalism would therefore be correct, and we would be in possession of the

long sought-after theory and concomitant satisfying, reductive explanation of
consciousness.

Alas.

2.3 The logicallyhermetic nature of consciousness

2.3.1 The hermetic property

Consider the question: "What would you experience if you saw the process on
which consciousness does logically supervene?" (If it helps, assume that ma-
terialism is true.) Answer: You would just experience another quale. So you
couldn't, by definition, see that quale cause or result in your conscious expe-
rience because in experiencing the processes as some quale, you are already
conscious - that's what it means to experience a quale. Put another way, you

can't see the supervenience relation between your consciousness and your con-
sciousness's supervenience base because you can't step outside your conscious
experience.

This argument needs more detail. Assume that our consciousness does log-
ically supervene on some neurological process, the so-called neural correlate of
consciousness (NCC).5 The NCC is the supervenience base of consciousness,

let us suppose. The goal now is to witness, literally see, the supervenience re-
lation in action. Is this possible? No. For, what would you see if you saw your
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NCC result in your consciousness?6 You would experience just another quale:
you would see (visually experience) some working neurons, for example. That
is not seeing or experiencing the logical supervenience relation. It couldn't be,
because experiencing the NCC is not experiencing the supervenience base as
it must be experienced to satisfy the goal - it is not experiencing the NCC
as the supervenience base. Experiencing the NCC as a quale is not experienc-
ing the NCC as giving rise to consciousness; experiencing the NCC is merely
having yet another conscious experience. Experiencing your NCC presupposes
that you are antecedently conscious, hence your NCC has already done its job,
hence you can't see it do its job.

One can, of course, experience that which results in one's experience: one
can see the brain processes on which one's consciousness supervenes, the NCe.
But you cannot experience the actual supervening relation - you cannot expe-
rience your NCC causing per se your experience of the NCe.

We are encapsulated inside our consciousness. We can't see anything caus-
ing it or resulting in it because we can't step outside our consciousness and
watch it come into existence via some causal process. (And, of course, we can't
see it happening in anyone else either.) Our claim is that for us to understand
how our consciousness logically supervenes on our NCC (assuming that it
does), we would have to see the NCC actually result in some consciousness,
which is precisely what we can't do - as a matter of logic.

Searle's famous Chinese-room thought experiment (1980) provides an-
other argument for this conclusion that directly seeing the supervenience re-
lation is logically impossible (we assume familiarity with the thought experi-
ment). Assume, contra Searle, that the room is conscious and that the room's

consciousness logically supervenes on what the person-in-the-room does (this
assumption is similar to what Searle called the System's Reply). Also, assume
that the room is made of clear Plexiglas, and that the room is looking in a
mirror. Finally, assume that the room's capacity to see is also due to what the
person-in-the-room is doing.

The room qua consciously experiencing entity cannot see its conscious-
ness logically supervene on what the person-in-the-room is doing. The room
can see in the mirror what the person-in-the-room is doing, to be sure, but
any experiences the room has (which by assumption are due to the actions
of the person-in-the-room and which supervene on these actions), including
experiencing seeing the person-in-the-room, are just that - experiences. The
room can't see those experiential states result in its conscious experience be-
cause those states are not part of the supervenience base; they are supervening
on the supervenience base - they are the conscious experiences themselves.

If the person-in-the-room stopped her activity, then the system would stop
being conscious. If the person started up again, then consciousness in the room
would resume. But the room wouldn't be able to see, to perceptually expe-

rience, the transition of the person-in-the-room from no activity to activity
because it would only be conscious and be able to experience something after
the activity resumed.

Of course, the room might be able to infer that what the person-in-the-
room is doing results in its being conscious and, if the room is smart enough,
then develop some confidence in this association (some have tried to formulate
an objection to our argument using this point; we take this is up in the next
section). Developingsomeconfidencein the associationis preciselywhat we
claim consciousness researchers will one day be able to do, too - it will be one

aspect of the science of consciousness. But this is a far cry from a satisfying
explanation of how it is that consciousness supervenes.

Call consciousness's encapsulation property its hermetical property. One's
consciousness is an omnipresent bubble in which we live our lives. We can't
see anything causing it - we can't see our consciousness supervening on the

NCC - because we can't step outside our consciousness and watch it come into
existence via causation.

2.3.2 Handling an objection

2.3.2.1 Types of phenomenal judgments
When humans experience seeing something blue, they often form a belief that
there is something blue, a belief of the form: "that's blue:' This is one type
of phenomenal judgment we can make. A second type occurs when we step
back from our blue experience and note something about the experience it-
self, like "this is an experience of blue:' A third type of phenomenal judgment
happens when we again step back and pass judgment on our judgment about
the experience. We might say something like "having sensations of blue is
mysterious:'

Now, consider what is really going on when we come to understand a su-
pervenience relation. Let's look again at our moving car. Why does the car
move? The car moves because of the movement of its parts: the pistons, the
crankshaft, the drive train, and the back wheels. The movement of the car log-

ically supervenes on the movement of the pistons, the crankshaft, the drive
train, and the back wheels. (Remember, we are assuming the appropriate con-
text.) Our reasoning is something like this:

""
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1. seeing the car move (e.g., by seeing it drive by),
2. seeing the pistons, the crankshaft, the drive train move, and the back

wheels move (e.g., by opening up the car's engine and transmission,
etc.), and

3. making the supervenience inference and coming to understand how the
causal relations of (2) could cause per se (1).

It follows, the objection continues, that there is no impediment to seeing via
inference the supervenience relation. And though this is not directly seeing, it
is enough to defeat our claim that consciousness has the hermetic property.7

At time 1,person P experiences blue.
At time 2, P makes the second type of phenomenal judgment
in which she is conscious of having an experience of blue. She
experiences having an experience, saying something like "I was
having an experience of blue at time 1".
At time 3, P perceptually experiences (sees)NCCblue(the super-
venience base for her experience of the blue skyin Step 1).
Now P has available for cogitating on the two relevant entities,
the supervenience base, NCCblue,and the supervening state, ex-
periencing blue (which she got via the Step 2). She then draws
the appropriate supervenience inference.

2.3.2.2 Why the objection doesn't work

The objection only seems to work because it elides the very distinction we've
drawn between seeing the supervenience relation in the car case and seeing
it in the case of consciousness. The above four steps involving experiencing
blue aren't anything like coming to understand the movement of a car logically
supervening on the movement of its drive train. What is really needed to make
the analogy with the moving car case, to make the objection work, is to see how
NCCbluecould result in one's experience of blue. But this is precisely what can't
be had because of the hermetic property of consciousness. So the objection
begs the question against our view.

To come to see that the movement of the car supervenes on the movement
of its parts, we trace the movement of the pistons to the movement of the drive
train to the movement of the back axle. We decompose the movement of the

whole into the movements of its parts. And that is just what a good reduc-
tive explanation is supposed to do. But we can't do that for consciousness. We
can't decompose our consciousness into smaller bits, which we then map onto
neural processes. If we break our conscious experiences down into bits, then
we still have conscious experiences themselves. We can't get out of the bubble.
The alleged supervenience inference in Step 4 above is really just a leap of faith.
(This is another way oflooking at Levine's 1983 explanatory gap.)

In the moving-car case we have a vantage point, at some remove from the
car and its parts, from which to view the moving car and its moving parts. It
is this vantage point that gives us the perspective that allows us to draw the
supervenience inference. But in the case of consciousness, making a type two
phenomenal judgment, being aware that one is having an experience of blue,
is itself an experience, a bit of phenomenology. Hence, there is no appropriate
vantage point from which to view the supervenience base and its supervening
phenomenology. So, the objection fails.

The supervenience inference in Step 3 is something of a puzzle. In general,
within cognitive science, a detailed theoretical explanation of how this step is
completed for a broad variety of cases is currently unavailable. But in the car
case it is reasonably clear what happens: we make Step 3 by seeing how the
up-and-down movement of the pistons gets translated into the longitudinal
rotation of the drive train which in turn gets translated into the cross-wise
rotation of the back axle, which, in turn, turns the back wheels.

What is needed to make the supervenience inference is to perceive the su-
pervenience base, then the supervening behavior, and then inferentially put
them together by inferring the supervenience relation. Inferentially putting
them together requires connecting the relevant concepts (logically or other-
wise - the car case is the logical version). Though this is not directly perceiving
the supervenience relation, it is the next best thing and is sufficient for truly
and satisfyingly understanding how the supervenience relation obtains.

Though the above outline of steps is crude, an objection denying the her-
metical property of consciousness can now be mounted. Suppose that con-
sciousness supervenes logically on some l1eural process. We can come to see,
via inference, this supervenience relation, the objection goes, just as fully and
just as robustly as we can in the case of the car. To see how, consider a specific
case of consciousness, such as being conscious of a blue sky. Now, as closely as
possible, let's follow the same steps as in the in car.

Step 1.
Step 2.

Step3.

Step4.
2.4 An argument against naturalism

The Cartesian and zombie intuitions stand in the way of naturalism. To explain

consciousness, the relevant concepts, those about our consciousness and those
about our neural processes, must connect. And in order to do that, naturalism
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must somehow defang the countervailing intuitions. The best way to defang
these two intuitions is to render them persistent illusions. And the best way to
do that is by deploying other perceptual information that has an epistemically
superior etiology - one much better suited to science and scientificexpla-
nation. Unfortunately, the best such information - directly perceiving one's
consciousness arise from its neural supervenience base - is logically impossi-
ble to get. This means that the best way to defang the Cartesian and zombie
intuitions is unavailable.

Moreover, it is very unlikely that weaker methods of defanging will work.
Any weaker argument will still have to be based on a cognitive-perceptual eti-
ology more «impeccable" than our normal untutored cognitive apparatuses.
That is, more than mere correlations between experience and some event in
the world are going to be required to appreciate the supervenience base of con-
sciousness. Otherwise, all we would have are intuitions, which are exactly what
we are starting with and are exactly what is unacceptable here.

There are three ways to get something beyond correlation, something with
the appropriate etiology. First is literally seeing the supervenience base as the
supervenience base. This option is ruled out immediately with consciousness,
as we have explained. Second is making a tight, circumscribed, small, and am-
ply justified inference, as in the case of the car. This chapter rules out this
option as well. We are left with the third option: embedding the correlations in
a theoretical framework that permits and supports the second sort of inference.

However, in the case of consciousness, what we need is exactly some sort of
embedding framework that allows reductive inferences. We can't assume that
such a framework exists, or will exist someday, and then use that hypotheti-
cal framework to justify some sort of reductive claim, for the reductive claim
would be part and parcel of the hypothetical framework. In other words, to
choose this strategy would be to stand on our own tails. We would have to
assume what we are looking for in order to claim that we have found it.

We conclude: if one has the zombie and/or Cartesian intuitions (and one

likely has both, and almost certainly has the Cartesian intuition), one is prob-
ably stuck with them, and the explanations needed by and hoped for by natu-
ralists cannot be got. Hence naturalism is untenable.

CHAPTER 3

The dismal prospects for naturalism

II'

I try neverto think about consciousness.Or evento write about it.
JerryFodor

Our argument against naturalism from the last chapter can be summarized as
follows:

1. Naturalism will never produce satisfying explanations leading to under-
standing as long as the Cartesian and zombie intuitions are so easily
adopted and held.

2. The best way to defang the Cartesian and zombie intuitions is by rendering
them persistent illusions.

3. The best way to do that is by consciously perceiving one's own conscious-
ness arise from its supervenience base.

4. That is impossible.
5. Weaker ways to defang the Cartesian and zombie intuitions are unlikely to

work.

6. Therefore, it is unlikely that the two intuitions can be defanged.
7. Therefore, in all probability, naturalism is untenable.

Naturalistic readers are unlikely to be swayed by this argument. They will point
out that the argument is probabilistic, depending, as it does in Step 5, on the
surmise that weaker ways to defang the Cartesian and zombie intuitions won't
work. If there were weaker ways to defang these intuitions, then the intuitions
could perhaps be rendered impotent, or impotent enough, to clear the way
for, e.g., materialism and hence an explanation of consciousness. In that case,
naturalism would be vindicated.

Even if the probabilistic nature of Step 5 could be fixed, a naturalist might
legitimately wonder whether all these appeals to «the best" produce merely
one roadblock to naturalism, a roadblock circumventable by opting for weaker

routes, which, though suboptimal, are nevertheless strong enough to sideline
the countervailing intuitions enough to clear the way for naturalism.

Let us take up the naturalist's challenge. In Section 1,we reinforce premise
1. Then, armed with the conclusion that the Cartesian and zombie intuitions
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really do block explaining how consciousness could arise from a physical (neu-
ral) supervenience base, it follows that either these intuitions have to be de-

fanged directly or they have to be defanged some other way, say by finding a
reductive, explanatory theory that finally reveals these two intuitions as illu-
sions. These two options are exhaustive. We argued in Chapter 2 that the first
option is impossible. This solidly shores up premises 2 through 4. That leaves
the second option, which is basically premise 5. In Section 2, we show that there
are no weaker ways to defang the offending intuitions.

ter). Another way to put this is to say that the connection between reduced
and reducing phenomena has to be epistemically compelling. Such compelling-
ness has to be rendered as logical inference. Thermodynamics is a well-known
and good scientific example of the logical nature of reductive explanation. A
modern and particularly interesting example is the logical relation between
the virtual machines making up the software one uses and the very low-level
hardware on which it supervenes. Here is an extended example.

Biology depends on Darwin's theory of natural selection as one mecha-
nism for evolution. Suppose biologists knew about the existence of genes and
postulated that the transmission of certain genes and not others was the un-
derlying way natural selection worked. But suppose that that is all we knew
and all we were even marginally confident of. Suppose that we were completely
in the dark about what genes actually do relative to the organisms they code
for, i.e., we didn't know that genes are strands of DNA, that they code for pro-
teins, and it is these proteins that are the building blocks for the bodies and
behaviors of organisms. Suppose, also, that we knew nothing of the distinc-
tion between phenotype and genotype. In short, suppose we didn't know how
bodies and behavior arose from and depended on the microscopic workings of

genes, proteins, and associated molecules - we were completely ignorant about
developmental, cell, and molecular biology.

In such a case, we would have two disparate theories: the theory of natural

selection (more fit organisms produce more offspring, and fitness is relative to
an environmental niche), and a weak, vague, proto-theory of genes (genes are

probably complex molecules involved somehow in evolution). In such a case,
we could not see any compelling connection between the workings of genes
and the formation of bodies. We might surmise that, e.g., wooly mammoths
were woolly because their climate was getting colder (paleo-geology would be
needed here), and that a mammoth with more wooly hair would ipsofacto
be healthier and hence able to have more offspring. But we wouldn't know

how genes code for wooliness, nor how gene variation codes for differences in
wooliness. We would just figure that genes were implicated somehow.

In this case, natural selection's connection to the molecular world would

essentially be mysterious to us. We would believe that genes were involved in
evolution for purely abductive reasons. But we would not understand in any
satisfying sense how genes and natural selection worked together to produce
change in organisms. Our understanding of evolution would be very thin.

This situation is historical. It is the exact situation that occurred after

the rediscovery of Mendel's genetic experiments around the beginning of the
twentieth century. The connection between genes and natural selection was so

3.1 The role of concepts and inference in supervenience explanations

Naturalism is held hostage by the Cartesian and zombie intuitions. These two
intuitions make the needed conceptual connections between consciousness
and the material realm impossible to fathom. The intuitions cause problems
because of a special property of genuine explanations; viz., they require a con-
ceptual connection between the explanans to the explananda. Hence, explain-
ing consciousness in a satisfying way will require connecting "consciousness"
with "neural processes" (or whatever). And, to be satisfying, this connection
will have to involve a series of complex causal inferences. It is these inferences
that will constitute our reductive understanding of consciousness. This un-
derstanding is grounded in conceptual connections that are aptly described
as logical because they are aptly described as implication (of one sort). Any
reductive accounting of consciousness that works will provide us with the nec-

essary conceptual connections. That is, any satisfying explanation claiming
consciousness is x will require that we conceive of consciousness as x, or that,
given our other intellectual commitments, it makes sense that we conceive of

consciousness as x (we will return to this point in Chapters 4 and 5).
A further point is that such inferences will have to reveal as mechanis-

tic the causal path leading from the neural substrate to conscious experience
(one can imagine that certain magical conceptual connections are postulated
as being crucial, but these won't engender understanding because they aren't
mechanistic, i.e., repeatable given a well-defined set of precipitating condi-
tions). Anything less than all of this and it will be mysterious as to why and
how consciousness appears in the brain when it does and with the content
that it does.

All of our satisfying, reductive theories work this way: they are satisfying
only if the reduced and reducing phenomena are logically related (consider
again, our example of reductively explaining a moving car from the last chap-
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poorly understood that there were two theories of evolution: one based on Dar-

win's notion of natural selection, and one based on Mendel's notion of genes.
The two camps were called "Darwinists" and "Mendelians;' and, in an ironic

twist of cruel fate, Darwinism was losing: most biologists believed that genes
were the key to evolution and that natural selection was a very minor force, if
even that, in evolution (one might see in this bit of history scientists' general
penchant for reduction). Seeing no clear causal connection between the work-
ings of genes and the shapes of bodies, the function of body parts, and the roles
of behaviors, early twentieth century biologists thought that there were two
theories, and only one of them could be correct (or only one of them would be
central), and that the one that was correct probably wasn't natural selection.

Of course, the situation has changed dramatically since then, beginning,
in the 1920s and 1930s, with the work of R. A. Fisher, J. B. S. Haldane, and

Sewell Wright. We now know that both the principles of genetics and natural
selection are needed for understanding evolution. We are well on our way to
understanding how it is that DNA actually codes for various proteins and how
these proteins interact with the environment and the DNA itself to form bod-

ies. At the same time, we are coming to appreciate that our original conceptual
of genes as biological atoms was mistaken and that genes qua bits of DNA that
code for specific phenotypic traits probably exist only rarely. More common are
stretches of DNA that interact with each other and the local environment. As

we learn more and more about the causal interactions among DNA, RNA, the
local cellular environment, and so forth at the micro-level, we are also learning
new ways to conceptualize genes and evolution at the macro-level. These new
conceptualizations then reflect back on how we frame the underlying causal
interactions.

Though still incomplete, our current biological theorizing is neverthe-
less rich, profound, and satisfying. And at its most basic level, what makes
it 'satisfying is that it provides us with a robust and compelling mechanistic
and conceptual connection between the workings of DNA and the shapes and
functions of bodies.

By analogy, if we were to develop a satisfying explanation for conscious-
ness, then it too would draw on the details of causal connections to frame the

conceptual connections we would make between consciousness and its super-
venience base in our brain. But that "if" is insurmountable. Regardless of how
any attempted explanation of consciousness might go, the Cartesian and zom-
bie intuitions drive a wedge right between the two kinds of concepts that need
connecting. And that wedge is here to stay as long as these two intuitions are so

intuitive, so easily believed. These two intuitions make the needed connections
between consciousness and the material realm impossible to fathom. 1

3.2 The conceptual impasse

No mere amassing of correlational evidence is ever going to result in an ex-

planation of how consciousness arises from its neural substrate; it will merely
establish that it does, in some detail, hopefully. Defanging the intuitions that
blocks our inference from correlation to identity requires satisfactorily ex-

plaining consciousness. But explaining consciousness in a satisfying way re-
quires that the concepts of consciousness and its substrate be tied together in
fundamental ways.

We have an argument that no conceptual connection between the rele-
vant concepts can be had. This argument requires some setting-up. We need
to introduce the technical notions of subjective and objective concepts, points
of view, and some logical machinery governing the inferential relations of
these notions.

For us, concepts are token mental representations active in working mem-
ory. We will also consider token but nonactive representations in long-term
memory to be concepts. But, when we use the word "concepts" alone, we will
always mean active concepts in working memory. When discussing long-term
memory concepts we will alwaysflag this fact explicitly.Working memory con-
cepts are constituents of beliefs and other propositional attitudes (which are
also tokens). Concepts are involved in many kinds of mental processing, and
support crucial epistemic capacities, notably categorization and recognition.2

Concepts are decomposable and their parts have structure. The nature of
conceptual parts and their structure is the subject of a large, ongoing research
project to find a robust theory of concepts that fits all the perplexingly varied
data (see Murphy 2002, for an introduction). We intend to steer clear of this
controversial topic as much as possible, so we will remain neutral about what
these parts are and how they are put together. But we do need to distinguish
between types of parts: those parts involved in the semantic decomposition of
concepts and a component related to an aspect of consciousness (this distinc-
tion will perhaps prevent us from avoiding controversy). We will explain this
distinction shortly.

We define subjective and objective concepts as concepts "participating" in
or "associated with" subjective and objective points of view. In this, we are fol-
lowing Nagel, who pointed out that it is beliefs and other attitudes that are the
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primary carriers of subjective and objective points of view (1986:4). Points of
view are properties or aspects of one's occurrent consciousness (which seems

to imply that points of view are somehow associated with working memory).
We assume that at least some concepts in working memory are part of our oc-
current consciousness and that no consciously entertained concept is point-of-
view free. (If one considers, as we do, some long-term memory representations
to be concepts, then those concepts are point-of-viewless - but, crucially, they
are also inactive). Going the other way, there is also no such thing as a concept-
less point of view. One cannot just have a brute, bare point of view. All points
of view involve activating some concepts.

It would be best now, to define points of view. Unfortunately, rigor proves
elusive here. That said, we don't want to leave an understanding of points of
view completely to unexercised intuition. Just as ostension works to locate or
pick out consciousness as a topic of study across different individuals, so too
will ostension help to pick out what we mean by points of view. Points of view,
even objective points of view, really do involve views. It's not just a metaphor or
way of talking. True, the views referred to are made with the "minds eye:' not
with any actual perceptual organs. And, true, this latter phrase seems to suggest
that the phrase "points of view" in fact is just a metaphor. But the problem is
with the "just". They aren't just metaphors. Points of view really do somehow
involve something quite like perceptual consciousness, giving us different views
on our world.3

Nagel, in his seminal studies of objective and subjective points of view
(1979, 1986), suggested that pure subjective and objective points of view are
really endpoints on a (noncontinuous) spectrum. For Nagel, points of view are
actually more or less objective or subjective relative to one another (see, his

1979:206). Our view is different. We think that points of view are strictly bi-
nary; they are like the set {O,I}, with no in-between gradations. What Nagel
described as ever more objective points of view are better described as ever

wider objective points of view. Such points of view are not more objective, they
simply encompass a wider perspective that is already as objective as it can be.
(We suspect, but don't know, that the situation is asymmetric: subjective points
of view don't seem to be increasingly narrow.)

Our notion of how points of view work contrasts with Nagel's with re-
spect to the way points of view change. To understand Nagel's idea, it is best
to begin with one's most subjective point of view. Suppose you are having a
square-shaped, red phenomenal experience. The subjective point of view must
leave unspecified how it is you are having this experience. It is purely your
experience. Any specification of something causing your experience would be

describing something accessible to others and hence something objective. All
of the particulars that go into making this red square experience your expe-
rience - your specific sensations and associations, etc. - are what makes this

experience of yours subjective. Whether there is something in the world caus-
ing it, whether there is a world at all, is irrelevant - you are having a pure
subjective experience, period. And your point of view in that experience is the
subjective point of view.

A point of view, according to Nagel, becomes more objective to the extent
that it doesn't rely on your specifics: the more accessible to a variety of con-
scious agents the information content of a point of view is, the more objective
it is. If your square-shaped, red phenomenal experience is caused by, say, look-
ing at a large, red square on a wall, then that point of view is more objective
since the red square is an object external to you and hence is more public and
accessible to others. Still more objective points of view can be got, according
to Nagel, by considering the red square not as causing red sensations but as
reflecting light of wavelengths between 630 and 750 nanometers, since more
kinds of conscious creatures have access to these measurements than to the

red experience (colorblind people for example). And, since nanometers are a
human form of measurement, a still more objective point of view of this sit-
uation can be obtained by considering the square as reflecting light of some
wavelength specified by whatever measurement a perceiver of the square might
happen to use (see Nagel 1979:206-207, 1986:4-6).

Nagel considers the switch from subjectivity to objectivity to be accom-
plished by standing back and including one's own subjective view within a new
view. For him, this is definitional. Furthermore, he claims that this standing
back can be done over and over again, as one relinquishes more and more de-
tails that make the point of view even slightly personal. On Nagel's view, the
nature of the subjective and objective is one of concentric circles where the
most subjective point of view is at the center and each more objective point of
view includes the next innermost subjective "circle" as a proper part.

However, we disagree with Nagel's analysis. The three objective points of
view - the red square on the wall view, the nanometer view, and the general-
ized measurement view - are not each more objective. They are simply each

wider in scope. The subjective point of view comprises the subject's unique,
one-time only, first-person perspective on the world. (It might be thought
that the one-time only aspect could be relaxed, but it can't. Reidentifying the
same experience across distinct times is a kind of objectification. It is the min-
imal width objectification, since the isolated individual need be the only one
involved. But it is a kind of objectification nevertheless.) Objectivity is ob-
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tained immediately and completely by a sort of reification, an objectification.
This reification posits an external cause that is responsible for the subjective
experience (we use the word "external" in this context to mean external to the

subjective experience, not necessarily external to the person having the expe-
rience - the cause of a leg pain could be in one's leg, for example). This cause
is some external object or process that is potentially communal and public,
even if the "public" is the individual at a different time. (Note, our use of the
terms "communal" and "public" are slightly nonstandard. We mean them to
include the standard definitions, but we also include individuals at different

times picking out the same or very nearly the same experience.) Subjective
states are never communal and public, not even potentially. But their objective
counterparts are.

Now, it should be obvious that this shift from an in-principle-not-public,
subjective point of view to a potentially public, objective one can only made
once. From here, wider perspectives can be achieved, but they are not more
objective because they are not more public; the objects responsible for subjec-
tive experience cannot get more public or more external. It is true that more
and more of the public, of the community, might observe the objectified cause
of the subjective experience (the community can eventually expand to be the
universe), but this does not make the objective point of view of that cause
more public, more external; it is just more widely observed. (We note here
that objective viewpoints of greatly differing widths frequently are viewpoints
of different things that are causally related in the external world. The three ob-
jective points of view - the red square on the wall view, the nanometer view,
and the generalized measurement view - exhibit this property.)

So, objectivity is essentially communal or potentially communal, even if
the community is a single, diachronic individual, or is imagined, virtual, or
abstract. One's viewpoints can be widened by including larger and larger com-
munities, but that doesn't make the viewpoints more communal. It merely
makes the communal view wider. Hence, the wall view, the nanometer view,

and the generalized measurement view are each wider, but equally objective
points of view.

Note that objective points of view allow us see our subjective experiences
as caused by events in an external world. It is by adopting an objective point of
view of one's square-shaped red experience that one can say things like "That
red square on the wall is causing my sensation of red." So when we adopt an
objective point of view, we are able to include subjective aspects of ourselves
(or perhaps subjective versions of ourselves) as part of the community.

The subjective point of view is also called the first-person perspective, and
objective point of view, the third-person perspective. Our conclusion can be also
gotten by considering these perspectives. There are no degrees between first
and third-person views. Nothing is a little bit first-person but mostly third-
person, for example. Intuitions to the contrary are in fact based on noticing
that one can quickly switch between the two points of view (or perspectives),
and even switch between different widths of objective points of view and the

subjective point of view, keeping them all easily in working memory. Neverthe-
less, first and third person viewpoints are strictly binary.4

This is a good place to note that it seems likely that one can entertain or
hold only one point of view at a time. Again, one can switch quickly between
them, but they are held or entertained serially.

It is important to be careful here. One's objective view of the world is
not less conscious; it does not involve less of one's consciousness. It is still

one's view. It is just that this view objectifies one's first-person phenomenal
experiences by construing them as caused by something in an external world.s

Being able to adopt wider and wider objective points of view is crucial to
living in a community, to having communication, and to doing science, etc.
Each wider view includes the previous, less wide one as a proper part. This
continual widening leads to a kind of hierarchy of points of view, with the
unique, subjective point of view in the center. Such widening perspectives can
proceed well beyond being human. As our objective point of view widens, we
come to a view of our world that is neither from any special place within that
world, nor from any special place at all. Finally, at its widest, one's point of
view is, in a sense centerless, from nowhere (of course, we humans probably
never achieve such a wide objectivity, but, rather, approach it asymptotically).

As Nagel suggested, this widest point of view is, in an important sense, a view
from nowhere.

Though we disagree with Nagel that points of view are relatively objective,
we do adopt a related claim: an objective point of view is always relativized
to a certain, specific subjective point of view; a given objective point of view is
objective only relative to a specific subjective point of view. Furthermore, wider
objective points of view are relative to their narrower cousins.

We can now present our (very) rough definitions of subjective and objec-
tive points of view. A point of view is subjective if it crucially involves only
phenomenal properties unique to a subject. A point of view is objective, rela-
tive to that subjective point of view, if it posits external objects and processes,
at least in principle accessible to others, which are causes of the associated
subjective point ofview.6
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(We will not discuss in this chapter, the common but difficult case of
adopting another's point of view, though we will touch on one aspect of this
topic in the next chapter. Adopting another's point of view is an attempt at
adopting another's subjective point of view, not adopting a more objective
point of view.Adopting another's point of view works best when humans adopt

the points of view of other conscious agents, as when we adopt the points of
view of each other or our pets or other mammals. But, it is not clear we can
adopt the points of view of phylogeneticially distant animals. These cases are
difficult because, as pointed out by Nagel (1974), the more different the entity
is from us the less it is clear that we are adopting another's point rather.than
imagining ourselves being in the role or position that that other thing is. Can
we adopt a bat's point of view, or can we merely imagine what it might be like
for us to hang upside down and hunt for food by flying around and listening
for the high-speed reflected clicks that indicate a bug's presence~ These two
seem very different.)

Now we can more deeply relate points of view to concepts.7 Imagine again
that you are having a square-shaped, red experience. When you attend to this
experience and form the belief that you are having a square-shaped, red experi-
ence, you have active in your working memory the concepts for squareness and
redness (along with others).8 These are phenomenal concepts, concepts that re-
fer to the relevant parts of your phenomenal experience.9 Your subjective point
of view includes concepts that are utterly idiosyncratic to you. We can think
of such concepts obtaining whether or not there is a world out there causing
your red square experience, or alternatively, that for this kind of phenomenal
concept, that there is an external world causing your experience is irrelevant to
the concepts since they refer to sensations and phenomenal properties. We call
such phenomenal concepts subjective concepts.

Your objective point of view (at some specified width), on the other hand,
includes different phenomenal concepts that are publicly communicable or
shareable (via language, usually). Such concepts do not rely exclusivelyon your
specifics. Your wall view, nanometer view, and generalized measurement view
each contain concepts that refer in certain ways to various objects and proper-
ties in the external world. It is these objects, conceived of with wider and wider
perspectives, perspectives that are less and less tied to human perceptual or-
gans, which make the concepts that pick them out objective. Such phenomenal
concepts are objective concepts.10

Given our analysis of subjective and objective concepts it is obvious that no
subjective concept ever logically implies an objective concept. Being appeared
to red squarely never implies that there is a red square out in the world caus-

ing the appearance because it is possible that the appearance is not caused by
a red square (one could be hallucinating or dreaming, for example). From this
it follows that subjective and objective concepts have different content sim-
ply because the second type of concept but not the first implies the existence
of objects in the world; objective concepts imply a world, whereas subjective
concepts imply experiences. Some might find it next to impossible to see sub-
jective concepts as objectively inert, but they are, nevertheless. When the world
is well-behaved, then subjective and objective concepts refer to different as-
pects of the same thing (though note, subjective and objective concepts do not
have the same referent). So, subjective concepts derived by attending to red
square experiences typically refer to redness and squareness - experiences usu-
ally caused by red squares existing in the external world. But this is merely
a happy, very reliable and so frequently relied on, state of affairs. There is
no logical necessity about it. It is an inductive leap we make because we live
in a well-behaved world. That we find the inductive step irresistible doesn't
diminish its inductiveness.

Going the other wayis a bit trickier.If you havethe objectiveconcept red
squareon the wall or that redsquareon the wall then that does entail for you
that you have the subjective concept red square, for as we mentioned above, ob-
jective points of view are relativized to subjective ones (to be precise, one has
to assume a realism here - the sort of realism that posits a mind-independent

world that is very similar to our phenomenal and mental world; perhaps the
reader will grant this). But notice that this inference only works for each sepa-
rate conscious individual. You and Smith may both have an objective concept
of a red square on the wall, and you each may then correctly infer that you are
having a red square experience with the appropriate subjective concepts, but
you can never logically infer that Smith has the appropriate subjective concepts
(nor he you) since you cannot be sure that Smith is having any experiences at
all: Smith might be a zombie. So inferences from objective concepts to subjec-
tive one's go through for you, but do not go through for others relative to you.
This is just another way of saying that leaving the objective point of view and
going to the subjective one is something you can only do for yourself. You can
never do this for anyone else.

It is important to point out that this logical problem for subjective and ob-
jective concepts is only a problem for the science of consciousness. When we
reduce, say, temperature to mean molecular motion, we have the same, objec-
tive, point of view on both (indeed, we usually have the same objective width,
too). Hence the point of view is invariant between the reducing process and the
reduced process, hence it can be, and is, ignored.



I!
I

50 Chapter 3 The dismal prospects for naturalism 51

Now, with all of this in place, we can easily make our argument that the na-
ture of subjective and objective concepts prevents ever defanging the Cartesian
and zombie intuitions, prevents ever closing the explanatory gap.

Since directly seeing consciousness arise from its supervenience base is im-
possible, defanging the intuitions is left as a scientific enterprise. This requires
seeing how phenomenal states or experiences logically supervene on their phys-

ical supervenience bases for all kinds of conscious entities. Seeing ho~ phe-
nomenal states logically supervene requires that there be a logical relation -
logical entailment - between the two relevant kinds of concepts: subjective con-
cepts and objective concepts. But there is no such logical relation, except within
the case of a specific conscious entity where certain objective concepts do im-

ply certain subjective ones - but this is useless for the science of consciousness,
which like all sciences has to be communal. So defanging the intuitions is not
in the cards.

It is interesting to see how really bad off the situation is from a logical point
of view. Let Bartleby be a conscious agent. Suppose that Bartleby is looking at
a red square on a wall. Call Bartleby's red square experience, R. Consider a
subjective concept, S, formed when Bartleby attends to R. And consider the
corresponding objective concept 0 in Bartleby's mind. Sand 0 refer to differ-
ent things: S to Bartleby's R, and 0 to the red of the square on the wall. Call this
external red, R*. R is something in Bartleby's mind, whereas R* is something
in the world; R* is public, but R is not. As a heuristic, we might pick out R*

using the English language description "light of wavelengths between 630 and
750 nanometers". (We are not completely sure how to characterize R*. It seems
as if it must be related to R somehow. Perhaps it has R as a major constituent
(or vice versa). Perhaps 0 uses R essentially, but construes it from an objec-
tive point of view. We don't want to get bogged down on this issue, however.
All that matters for our purposes is the point that Sand 0 refer to different
things.) These two concepts, Sand 0, would participate in different beliefs. S
in beliefs like "That is red [where the demonstrative picks out Bartleby's phe-
nomenal state, R] or "I am experiencing red", and 0 in beliefs like "That square
on the wall there is red". Now let Jones be a neuroscientist observing Bartleby
by using some high-tech neuroimaging machine. Suppose that Jones forms the
objective concept, B, which refers to Bartleby's brain state - the one Bartleby is
in when she has R. There are no logical entailments anywhere in sight that are
of any use to the science of consciousness. S doesn't imply 0 even for Bartleby
and 0 implies S only for Bartleby. This is true because, as we pointed out above,
Sand 0 are so different, and they are so different because they each participate
in or are associated with different points of view. So just considering Bartleby,

there is no closing the explanatory gap: her subjective concepts and objective
concepts inhabit logically different realms. Sand 0 are related, of course, as we
pointed out above: S refers to Rand 0 refers to R*. But these two are only re-
lated relative to Bartleby. Consequently, even for Bartleby, the relation between
Rand 0 is mysterious, at least on the logical level.

For Jones, the situation is even worse. Band R are not only from different
points of view, but, B doesn't even have the right referential semantic content:
B refers to brain states. So, unlike Sand 0, which refer to related phenomenal
properties, Rand R*, but differ in point of view, B shares nothing with Sand
O. So the logical relation between Band R is even further apart.

It might be objected here that to be explanatory the science of conscious-
ness need not relate subjective and objective concepts, that the science need
only relate differing objective concepts, say the objective concepts of someone
perceiving a red square and some neural processes on which that perceiving
supervenes. But this is incorrect. To be explanatory in a satisfactory way is
to relate one's subjective concepts to one's objective concepts. One has to in-
ferentially relate, e.g., one's red square experience to one's neuro-processing
concepts on which those experiences supervene, otherwise, there will be no
reaSon whatsoever to regard the propose explanation as anything more than
just a correlation. If neuroscientist Jones relates Bartleby's neuroprocesses with,
e.g., Bartleby's reports of experiencing a red square (or any other behavior of
Bartleby's), the best such relating can aspire to is correlation. And correlations,
as we have already noted, are not explanations. This is a good place to allude to
the next part of the book.

It is clear that explanations of consciousness are not in the cards because
the relevant concepts cannot be put in their proper relation for explanation.
But it doesn't follow from this that the science of conscious is stymied. It merely
means that the science of consciousness won't be explanatory. There will be
more on this in the next two chapters.

So, finally,back to defanging the Cartesian and zombie intuitions. Without
directly perceiving consciousness supervene (which you cannot do), no weaker
way of defanging these intuitions will suffice, since all of those ways will require
some method oflogically hooking up the relevant subjective and objective con-
cepts so that reductive inferences can be made, and, as we just shown, that is
impossible. So the Cartesian and zombie intuitions are here to stay, as is the
explanatory gap.

Of course, our argument that subjective and objective concepts are logi-
cally unconnectable allows for a strong, more direct conclusion. As we pointed
out in our defense of premise I, above, a deep, satisfying understanding of con-
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sciousness will be a reductive understanding. And a reductive understanding
will require intuitively compelling logical inferences from the subjective to the
objective (and vice versa), which we've just shown cannot be got (except in an
individual, in the case of going from objective concepts to subjective ones). So
a reductive understanding of consciousness will always elude us. So naturalism
is untenable.

We finish the defense of our main argument by pointing out that steps 6
and 7 are merely unzipping the modus tollenses. So we have our conclusion:
Naturalism is untenable.

PART II

Aspects of a science of consciousness

3.3 The improved argument

Here now, is our improved argument in final form:

Naturalism will never produce satisfying explanations leading to ~nder-
standing as long as the Cartesian and Zombie intuitions are so easily
adopted and held.
The only way to defang the Cartesian and zombie intuitions is by rendering
them persistent illusions.
But the intuitions are here to stay.
Therefore, naturalism is untenable.

Here is a short version of the argument spanning the last two chapters:

1. You cannot witness consciousness supervene on its supervenience base.
2. You cannot draw any supervenience inference that consciousness super-

venes on its supervenience base.
3. But either 1 or 2 has to be possible if naturalism is to be tenable (since

naturalism requires consciousness to supervene on something).
4. So naturalism is hopeless.

If one lets "supervenience base" be the physical realm, then this argument
refutes scientific materialism - the view that a material explanation of con-
sciousness is in the offing. If, following Chalmers, one lets "supervenience
base" be some special, protophenomenal property of matter, then this argu-
ment shows that scientific dualism is not in the cards.11 These are the two

contenders.12 Hence, a scientifically satisfying explanation of consciousness is
not in the cards.

....
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CHAPTER 4

How to avoid being a mysterian

. . . the problem of consciousness no longer seems intractable.
Stanislas Dehaene and Lionel Naccache

4.1 The lure of the mysterian view

In one of the most widely cited articles in the philosophy of mind, Thomas
Nagel tells us that we can't know what it is like to be a bat (Nagel 1974):

Even without the benefit of philosophical reflection, anyone who has spent
some time in an enclosed space with an excited bat knows what it is to en-
counter a fundamentally alien form oflife.

We can't truly know, according to Nagel, what it is like inside someone or some-
thing else's head. We can guess, and quite often guess well (apparently), but we
are also often wrong to varying degrees. The problem, of course, is that we don't
have any way of provably accurately and fully translating the external cues we
get into what someone else's internal states actually are.

Nagel's is not solely a claim about the underdetermination of theory by ev-
idence, though it is that. It is a claim about the limits of our imaginations. We
can't know what it is like to be a bat because we can't imagine very well the dark,
sonar world of bats. Even if we can imagine what the bat clicks (the echoes)
sound like, we find it virtually impossible to imagine perceiving our environ-
ment in any detail using echoed clicks, let alone imagining what it would be
like to fly around rapidly in that environment. Our species-specific capacities
determine what we can and do experience.

The limits of our imaginations are somewhat fuzzy. It is well known that
it tends to be easiest to imagine what it is like to be something else much like
us. In our own case, it is easiest for us to imagine what it is like to be early
twenty-first century, Anglo-American philosophers of mind living in the east-
ern United States. It really helps if the other philosophers are down the hall. In
general, it is easiest for humans to imagine what it is like to be other humans.
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From here, humans' capacity to imagine what it is like to be something else
degrades: it is somewhat easy to imagine what it is like being a dog, somewhat
harder to imagine what it is like being a horse, and hard to imagine what it
is like being a lobster, assuming it is like anything. What is curious about our
human capacity for imagining is that when any pressure is put on it, i.e., when
detail is required, it becomes hard to imagine what it is like to be even a human
very similar to ourselves. So, for example, if much detail is required, Dietrich
finds it hard to imagine what it is like to be Hardcastle, and vice versa. The
more detail one asks for, the more difficult it becomes to imagine what it is like
to be something or someone else. What makes bats and their ilk interesting is
that, without asking for much detail at all, it is still very difficult to imagine
what it is like to be one.

It seems clear that the gradation of successful imagining - from somewhat
successfully imagining what it is like to be another twenty-first century, Anglo-
American philosopher of mind living in the eastern United States to failing to
imagine what it is like to be a bat - itself indicates that we don't really ever
imagine what it is like to be another. Rather, what we do is project our own
knowledge of our own experiences onto the other. This really only works if the
other is like us.

Of course, language plays a large role in helping us imagine what it is like to
be another. If the other can describe for us what is it is like to be them, we can go

some ways toward imagining what it is like to be them. But even here, language
is only going to provide a shadow of what the other is really experiencing. Nagel
asks us to consider what it is like to a blind and deaf person, or vice versa (1974).
It is clear that in this case, language is not going to help much. Hardcastle can
describe to Dietrich what is like to givebirth, but this helps Dietrich only dimly
imagine what it is like.

Nagel's conclusion from these observations is strong:

Argument 1

1. That we can't consistently well-imagine another's subjective experiences
means that in general, the subjective, first-person experiences of others are
inaccessible to us.

2. This inaccessibility means that first-person experiences are not at all trans-
latable (or only very weakly translatable) into objective, third-person de-
scriptions (if the translations were robust and easily obtained, others'
subjective experiences would be accessible to us).

3. But science requires robust, objective, third-person descriptions, and
specifically, a science of consciousness requires robust objective, third-
person descriptions of all manner of experiences from all kinds of con-
scious entities because it these experiences that form the explananda, the
raw material that the science will explain.

4. Therefore, there won't be a science of consciousness.

Argument 1 proceeds from inaccessibility. Frank Jackson (1982) uses knowl-
edge. He presents us with a thought experiment from which we can draw a
similar science-obliterating conclusion, except instead of asking the reader to
note how hard it is to imagine being a bat, Jackson asks the reader to imagine
being Mary,

ill

a brilliant scientist who is, for whatever reason, forced to investigate the world
from a black and white room via a black and white television monitor. She

specializes in the neurophysiology of vision and acquires, let us suppose, all
the physical information there is to obtain about what goes on when we see
ripe tomatoes, or the sky, and use terms like "red" and "blue", and so on.

Then Jackson asks us to imagine:

[what] willhappen when Mary is releasedfrom her blackand white room or
is givena color televisionmonitor. Willshe learnanythingor not?

Reflection on what it is like to be a bat seems to lead us, therefore, to the

conclusion that there are facts that do not consist in the truth of proposi-
tions expressible in a human language. We can be compelled to recognize the
existence of such facts without being able to state or comprehend them (1974).

It seems she will. She will learn what the color red is, for example, upon first
seeing ripe tomatoes in the flesh. Also, her subjective concept of red (and no
doubt color) will change dramatically. Consequently, knowing all the physical
facts that there are is pretty obviously not sufficient for knowing about red or
about color. The explanatory gap again rears its ugly head: we simply cannot
know how physical facts give rise to phenomenal facts. And again, since to truly
and satisfyingly explain consciousness, we will need to bridge the gap, it follows
that an explanation of consciousness is not in the cards. Since explaining con-
sciousness is what a science of consciousness is all about, we see that a science
of consciousness is not in the cards.

There is a way to turn this difficulty in imagining what it is like to be another
into a deep skepticism about a science of consciousness. The argument is this:
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When one notices that the epistemic gap in both Nagel's and Jackson's ar-

guments is due to the accessibility/inaccessibility of other's conscious states,
it becomes clear that the two are related. 1 So, in general form, the mysterian
argument is this:

4.2 Problems with mysterian arguments

fail to imagine something: the phenomenology of being a bat. But Jackson's
argument is just the opposite of Nagel's:he requires his reader to succeedin
imagining what it is like to be Mary, and then to imagine what it is like to be
Mary stepping out in the sunlight for the first time ever. Note how uncomfort-
ably these two arguments comport with each other. Nagel's argument requires
a failure of imagination. Nagel guarantees this by using something different
from us - a bat. Jackson's argument, in contrast, requires the success of imag-
ination. Jackson seemingly guarantees this by using a human. But consistency
seems to require Nagel to object to Jackson's argument on the grounds that
Mary is actually radically different from us, so different that Jackson can't rea-
sonably expect us to imagine what it is like to be Mary at all. Mary is not just a
brilliant neuroscientist (hard enough to imagine) but she knows all the neuro-
physiological facts there are to know about vision; facts we don't even approach
knowing. This is next to impossible to imagine; it is not even clear it is mean-
ingful. It is also quite difficult to imagine living in a black and white room or
environment. So, imagining being Mary is at least as difficult imagining being
a bat. For Nagelian reasons, Jackson's argument fails, it seems.

Consistency requires the reverse from Jackson: he has to object to Nagel
that he (Jackson) can perfectly well imagine what it is like to be a bat, since
after all, he (Jackson) can imagine what it is like to be Mary, who, in truth, is
really quite strange. So, for Jacksonian reasons, Nagel's argument fails, too.

The two arguments mutually self-destruct.
But what about the mysterian arguments we developed from Nagel's and

Jackson's argument. The main problem with Argument 1 above is premise 3.
We grant that a bat's consciousness is inaccessible to us. We also grant that
imagining what it is like to be a bat is difficult. But this doesn't imply that
imagining another's consciousness is scientifically useless, for all we have to
imagine is that the other is conscious. Once we do this, we can let our science
provide us with the necessary correlations governing the details of the other's
consciousness; we needn't imagine these details with any success at all. In short,
the science of consciousness does not require robust objective, third-person
descriptions of all manner of experiences from all kinds of conscious entities;
it can get by just fine with thinner, vaguer, third-person extrapolations of these
experiences.

Consider again the quote from Nagel we used above, only this time note
our editorial addition:

Argument 2

1. All scientific theories, by their very nature, describe the world from a
third-person, objective perspective; this is true of both explanans and
explananda.

2. Conscious states, by their very nature, are experienced from a first-person,
subjective perspective; as explananda, they are inaccessible.

3. Therefore, scientific theories of consciousness can never capture all the
relevant (or even all the important) aspects of phenomenal experience.

4. Therefore, no scientific theory of consciousness is possible.

Or, the mysterian argument can be summed up simply:

Argument 3

1. The Explanatory Gap (the one concerning consciousness) is ineluctable.
2. But science is in the business of closing explanatory gaps of each and every

kind.
3. Therefore, there will be no science of consciousness.

For some, the lure of mysterianism does derive from saving from the onslaught
of science what is central to human existence: our consciousness. But this

needn't be the lure. For many, and arguably, for both Nagel and Jackson, the
lure of mysterianism is simple honesty. The consciousness of another human
or animal is inaccessible to a third party; there really is an explanatory gap. It is

quite intuitive that this fact should have negative scientific repercussions.2

On the other hand, it seems preposterous that something as important as con-
sciousness should be beyond the reach of science. This faith is bolstered by
fatal problems with Nagel's and Jackson's arguments, and with the mysterian
arguments we just rehearsed.3

First, let's consider Nagel's and Jackson's arguments independently of their
mysterian force. Nagel's argument requires the reader, along with Nagel, to

III
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Even without the benefit of philosophical reflection, anyone who has spent
some time in an enclosed space with an excited bat knows what it is like to
encounter a fundamentally alien form oflife.

ology of vision without ever concluding that something was wrong, without
ever concluding that this knowledge was woefully inadequate to explain con-
sciousness, visual consciousness, in particular. Black and white are colors, too.
Mary had to know that her knowledge of the neurophysiology of vision was
completely inadequate to explain black and white vision. In fact, as long as
we're at it, let's assume that Mary knows all there is to know about all human

neurophysiological functioning, from sensorimotor feedback loops involving
sensory and motor neurons to the workings of the spinal cord, brain, etc. etc.
With this assumption, it is clear that, even in her black and white room, Mary
will know that something is sorelyamiss. All her knowledgedoesn't imply a
priori anythingabout any aspectof her consciousness- about howapplestaste
to her (which of course look gray to her), about the feel of her keyboard, about
the sound of her voice, etc. She doesn't have to leave her room to conclude that

neurophysiological knowledge is hopelessly inadequate to the task of explain-
ing consciousness. She can conclude that consciousness is mysterious without
ever leaving the comfort of her black and white environment.

From here, it is obvious that we can jettison the black and white room part
of the argument and the transition to a colored environment as showman-
ship. Mary can be a neuroscientist, living in a standard, colored environment,
still knowing all there is to know about neuroscience, and still conclude that
neurophysiological knowledge is useless to explaining her consciousness. Jack-
son's argument goes through without all that black-and-white-to-color razzle-
dazzle. So why does Jackson go to all the trouble of setting up his argument in
the elaborate way that he does? For effect. This problem higWights the intuition
pump nature of his argument.

Don't misunderstand us. We are not objecting to Jackson's argument be-
cause it is an intuition pump. Intuition pumps have their place. We use them
ourselves. We are making a point about imagination and science. Human
imagination is plastic and malleable. With the appropriate exercise and the ap-
propriate guide, it can go virtually anywhere, conjure virtually any notion or
scenario. But imagination can also get into ruts, and it can also be stymied. This
is especially true where consciousness is concerned. Having lived in conscious
bodies all our lives, we humans tend not to notice how genuinely puzzling it
is. Jackson needs to deploy an intuition pump in order to get researchers to
see that there is more to understanding consciousness than understanding the
neural facts it supervenes on (perhaps only naturally). But how does the fail-
ure of a science of consciousness follow from this? It is true that there is more

to understanding consciousness than understanding the neural facts it super-

In order for Nagel's argument to get off the ground, he has to get his reader's
intuitions going his way. He accomplishes this by asking his reader to imagine
something he (Nagel) as trouble imagining. Nagel imagines that his reader will
have the same trouble he has in imagining what it is like to be a bat. Nagel
assumes that he knows what it is like to be us having trouble imagining what
it is like to be a bat. But the details of this imagining are irrelevant to his ar-
gument. All Nagel needs to get his argument going is for his readers to have
trouble imagining what it is like to be a bat. Nagel can be quite confident that
we will have such trouble without having to imagine in any deep detail what
it is like to be us failing to imagine what it is like to be a bat. In fact, perhaps
Nagel can't really imagine what it is like to us, Dietrich and Hardcastle, failing
to imagine what it is like to be a bat, for bats are probably stranger to Nagel
(an inhabitant of New York City) than they are to us, who see bats all summer
long and put up bat houses from time to time in forests. So his argument can
succeed merely on the assumption that there is something it is like to be us fail-
ing to imagine what it is like to be a bat; the argument doesn't require knowing
what that something is. Just so with the science of consciousness: all it needs
is the assumption there is something it is like to be the conscious entity under
investigation, or conscious entities, in general; it needn't know or explain or
have access to any details about what it is actually like to be that entity. The
existence claim is enough.

A robust science of consciousness will have most of its origins in studying
humans, and not just for practical reasons like they can report what theyex-
perience, but also because humans are doing the research, so a deep similarity
is assured. Once this is accomplished, there is every reason to believe that the
scientific findings could be extended to other species.

But will this science tell what it is like to be a bat? That's the question many
think the science has to answer. We have just argued that the science doesn't
need to answer that question.

Turning now to Jackson: there is a logical infelicity in his argument. As he
runs his argument, Mary only concludes that her neurophysiological knowl-
edge isn't sufficient to know what color red is after she is allowed to leave
her black and white room. So described, it is not just hard to imagine Mary
or imagine being Mary, it is impossible. Jackson asks us to imagine living in
a black and white room knowing all there is to know about the neurophysi-
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venes on. But a complete understanding of consciousness need not be the, or
even a, goal of a science of consciousness.

Mysterians want to have consciousness explained. A good scientific model
of consciousness might go some way toward explaining consciousness, but this
isn't an explanation in and of itself. Mysterians pick up on this lacuna and
criticize naturalists for promising more than they can deliver.

Mysterians are right that a good scientific model of consciousness won't be
an explanation and that the naturalists are confused about this point. However,
the mysterians are wrong to expect scientists to address this issue. Explanations
are social creatures that depend heavily upon the cognitive resources of the in-
dividuals participating in the enterprise: what is explanatory, indeed, intuitive,
to one person might be hocus pocus to the next. Some scientific theories can be
used in satisfactory explanations because the people involved have the appro-
priate conceptual frameworks in which to embed the theory as an explanation.
But other scientific theories do not have this property. This isn't a problem for
the scientific theory, but for the scientists and others who will use the theo,ry.
Scientists aren't responsible for the psychological structure of humans; hence,
they aren't responsible for the fact that a scientific theory of consciousness will
not be explanatory.

There are other nonexplanatory but robust sciences. Consider quantum
mechanics. This suite of theories asserts the existence of many things quite
counter to our intuitions, including action at a distance and acausal interac-
tions. Nevertheless, quantum mechanics does an excellent job of predicting the
future behavior of particles and modeling their past activity. And it is crucially
involved in macro explanations such as how chlorophyll works. However, it
does not give us a reason why the spin of one particle should be suddenly
correlated with the spin of another, widely separated, particle. They just are;
that is the way very tiny things work. Quantum mechanics theorizes with-

out eXplaining - at least without providing us with an intuitive, satisfying
explanation. And unlike the case with, e.g., the theory of evolution, quantum
mechanics being non-explanatory seems to be a very long-lived property of
the science. Whereas evolutionary explanations now strike us as explanatory
and satisfactory, quantum mechanics does not and it probably won't for the
foreseeable future.

But it is not as though quantum mechanical models are somehow incom-
plete. They aren't. They do exactly what they are supposed to do, abstract and
then model the phenomena. But they don't flow from our physical intuitions,
even our well-educated, thoughtful, physical intuitions. Our intuitions derive
from wandering around lots of mid-sized objects. Among other things, we

think in terms of causes (per accidens, often). As David Hume reminds us, we
cannot help but do so, even if in the end there is no such thing as a cause.
He is right: if we can't somehowtrace out a (per accidens)causal chain and
grasp how each link is connected to the one before it and the one after, then
we don't feel as though we understand what is before us. We need causes in
our explanations of change. If we don't have any causes, then we can theorize
all we want, but we aren't explaining anything in a psychologically satisfactory
way. Essentially the same point can be made for causes per se. And this is also
quite relevant to quantum mechanics. The hierarchy of processes (or "virtual
machines") making up our ordinary world allows us to understand how, e.g.,
moving cars supervene on working car engines. But this causal hierarchy van-
ishes when we cross over into the quantum realm. Without such causes, then
we can theorize all we want, even very successfully, without explaining any-
thing, for wewon't be able to see the superveningbehavioras (perse) caused
by its supervenience base. (Decoherence is thought by many physicists to help
here, but this process is not universally agreed upon as the proper explanation.)

. Some naturalists have countered that, if given enough time, our intuitions

will change to fit the scientific model. The Churchlands are famous for this re-
sponse. And it could be, we suppose, that simply not enough time as elapsed
for our intuitions to shift. However, it is telling that there are now several gen-
erations of folk who have grown up with quantum mechanics and feel quite
comfortable moving among its hypotheses and models yet still feel the need to
indulge in causal reasoning (for example, when their particle accelerators break
down). Instead of what the Churchlands suggest, it appears that we just stopped
worrying about explaining quantum mechanical "interactions." We accept the
models as they are and for what they can do, and we move on to more produc-
tive activities. For the most part, we don't sit around wringing our hands about
the explanatory status of quantum mechanics. Certainly physicists do not.

We predict something similar will occur with a theory of consciousness. We
aren't going to get explanatory scientific theories of consciousness. That doesn't
mean that we won't get scientific theories at all- we might get some darn good
ones. (Then again, we might not, see the next chapter.) But they won't be psy-
chologically satisfying for exactly the same reason that quantum mechanical
theories aren't satisfying - they don't tie into our conceptual frameworks in the
right way. Indeed, as we have discussed, they can't.4

A science of consciousness is possible, but this science will likely not tell us
what it is like to be a bat. But that doesn't prevent it from being science. And,
while there is more to understanding consciousness than understanding the
neural facts it supervenes on, this, too, has no dire consequences for the exis-
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I tence of a science of consciousness. Both of these facts are due to an important
property of the science of consciousness: it won't close the epistemic gap. This
makes it different from many other sciences, but, importantly, not all of them.
And, it certainly doesn't prevent it from being a science in good standing.

experiencing red be a part of a theory of experiencing red because peo-
ple might experience red differently (consider someone with an inverted
color spectrum - they see violet where you see red; this mere possibility is

enough to bar experi.ence from being a part of a scientific theory).
2. Purely descriptive knowledge is not up to the task of supplying a sci-

ence of consciousness with all that it needs to be adequate. (This is
Raffman's point.)

3. So no adequate science of consciousness is in cards.
4.3 More problems with mysterian arg\l1I1ents

Everyone agrees that there are some things we can only know via experience.
Though interesting, this is obvious once it is pointed out. Indeed it approaches
being a truism: we can only know experience experientially. But are there any
things relevant to a scienceof consciousnessthat we can only know experien-
tially? That's the question. And if the answer is "Yes",then mysterians might be
right that our desires for such a science will be thwarted.

According to Diane Raffman (1993), we can know small variations in pitch
(those less than chromatic semi or quarter tones) only by experiencing the
tones themselves, for no description that we have is adequate. She and others
argue that our language-based, descriptive categories are too broad to capture
some of our finer-grained perceptual experiences. Raffman's point, like Nagel's
and Jackson's, is that there are indeed things that we can only know by expe-
rience. Some conclude from such arguments that we have two different bases
of knowledge - descriptive and experiential - and without both one cannot

have adequate knowledge of perceptual stimuli, nor even, indeed, an adequate
account of behavior (e.g., Hubbard 1996).

Though many dual-bases theorists are not mysterians (they are naturalists,
mistakenly concluding that, armed with both bases of knowledge, an explana-
tory theory of the mind, including consciousness is possible), nevertheless, it is
easy to turn such notions into an argument for mysterianism. This argument is
very similar to the Arguments 1 and 2, above, the only difference being one of
emphasis: whereas Arguments 1 and 2 located the central problem in getting

the relevant information (first-person experience is inaccessible), this argu-
ment locates the central problem in expressing it, i.e., it locates the problem
in the nature of science itself. Accordingly, it suffers from a different flaw.

1. To be objective, a scientific account of consciousness is going to have to rely
on purely descriptive knowledge. This is because a science of conscious-
ness, like any science, has to be purely descriptive: one cannot insist that

There are actually three flaws in this argument. The major one is the third. First
though, there is the, by now, tired assumption that a science of consciousness
has to be explanatory. This assumption is hidden in the use of the word "ade-
quate:' Describing a consciousness experience will not provide anyone with an
explanation of that experience.

Secondly, positions such as Raffman's are self-defeating. In order for her
claim to work, Raffman has to describe the small variations in pitch. Indeed we

just did this when we used the phrase: "those less than chromatic semi or quar-
ter tones:' (Or, we could chart the tonal distinctions externally, on a computer,
for instance, which correspond to the distinctions in our perceptions.) This
logical faux pas is endemic to any variation on Raffman's point: to make it, one
has to supply the very thing that one is claiming can't be supplied (note how
Nagel's and Jackson's arguments avoid this problem; they used imagination to
successfully point the reader in the right direction). Saying that descriptions are
not up to the task required by science by using descriptions is logically hopeless.

The argument seems to work because it is using the well-known property
that all experiences have: a description of an experience isn't the experience
itself. In truth, no description of middle C is adequate in the sense that you
cannot experience middle C via description. But so what? Any argument using
this point would simply be a non sequitur. That no description of middle C is
adequate to experiencing C cannot be a bar to science unless it is assumed that
only experienced experiences are fair explananda for a science of conscious-
ness. But this is far too strong. The explananda for a science of consciousness
are simply experiences, which can be felt or just pointed to via description.
The theories of a science of consciousness needn't require that the experiences

referred to be experienced. It might be true that a complete and full under-
standing of hearing middle C requires both hearing it and understanding the
theory of hearing middle C. All that follows from this, however, is that a scien-
tific theory of consciousness needn't supply complete and full understanding
of hearing middle C. This might seem to be a particular failing of the science of

Argument 4
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consciousness, but no science provides a complete and full understanding of its
explananda: all sciences abstract and idealize. Nothing in what Raffman argues
prevents us from modeling consciousness in as much detail as we would want.

Leaving something out would not be unique to a science of conscious-

ness. There are many objects and relations in physics, for example, for which
we have no intuitive, comfortable understanding - something is left out. Ex-
amples include: 11 dimension manifolds, wavicles, collapsing wave functions,
curved space, quantum entanglement, the beginning of space-time. These are

all things for which science has an abstract, highly technical, description but
that we cannot understand apart from that abstract description. Intuitively,
such things remain mysterious or at least puzzling. Science has no obligation
to help us feel an intuitive pull in its theories. What we find intuitive depends
upon our other cognitive capacities. Some of the time - a lot of times - sci-
entific theories cohere with our other mental frameworks, but some of time,

they don't and can't. In such cases, we still have the sciences, we just lack any
intuitive feel for what the theories describe, usually because what they describe
is far beyond our ordinary world of tables and chairs, and other human beings.

We conclude that pure descriptions are up to the task of supplying a sci-
ence of consciousness with all that it needs to be adequate. We just change
the definition of "adequate" from "explanatory and full" to "predictive and
correlational:' So even on their own terms, mysterian arguments relying on a
fundamental difference between experience and descriptions won't work.

But the truth is, the relevant difference being relied on is the root problem.
We have allowed the tacit mysterian assumption that descriptive knowledge
exists apart from experiential knowledge. That is, we have allowed the assump-
tion that it is possible to have an experience without some sort of accompany-
ing description, and vice versa. Nothing makes two things seem separate as one
existing without the other. But, descriptions are never unaccompanied by ex-
periences; they are neither abstract nor general in the ways many assume. And
experiences are never unaccompanied by descriptions. We now turn to this.

4.4 Handling a tacit mysterian assumption: The relation between
description and experience

We can hear someone speaking to us and understand what that person is say-
ing. We can imagine someone (or ourselves) speaking and understand what is
being said. In both cases, our experiences are modality-specific; they are au-
ditory. Whenever we try to entertain some abstract description, we have some
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kind of attending experience, usually, either an auditory or a visual experience
of some sort. There aren't any purely amodal occurrent descriptions under-
stood in our heads (cf., Barsalou 1999). Descriptions are always accompanied
by some particular sensory experience or other.

There are no pure experiences either. Even an experience of the ineffable
activates some concepts that allow us to describe the experience. Even if only
the concept "ineffable;' allowing us to say: "My experience was ineffable:' And
no experience is purely general. At the least, all experiences are experienced
from a certain perspective. (This is the contrary of Daniel Dennett's view in
ConsciousnessExplained, by the way. There, he claims that our experiences are
not particular and that they are accompanied by general descriptions that give
the experiences meaning.)

All we have are semantically informed experiences of the world, whether
they be linguistic or otherwise. We parse the world into objects; we can't help
but to do so. Contrary to what the positivists wanted, there simply aren't sense-
data out there apart from our interpretations of those data. We can't help but
see the Necker cubes open up or down; we can't help but understand sounds
in our language; we automatically see appropriately arranged marks as words.
When we entertain what we know, we are conscious of that knowledge and it
has a particular quale in a particular sensory modality.

We are not saying that experience and descriptions are identical or that
there is no difference between them. Experiential knowledge is knowledge of
some sensory experience as presented in that modality. It underlies our subjec-
tive points of view, though all subjective points of view have attached to them
descriptive components. Descriptive knowledge is either knowledge of some
facts we have no sensory apparatus to detect but is accompanied by some other
sort of experience, or knowledge of some sensory experience presented in a dif-
ferent modality. We know what red is like experientially; we have experienced
red (a prototypical visual sensation) visually. We know what the Big Bang was
like descriptively; we have read and remembered linguistic descriptions of it.

However, we are saying that experience and descriptions don't pull apart
the way many mysterians think they do. There is no such thing as purely de-
scriptive knowledge; experience and description occur together. Ultimately, it
is best to speak of our human knowledge as having different components, expe-
riential and descriptive, and we use these different components in constructing
our points of view.

Scientific theories of consciousness should not differ along most dimen-
sions from any other psychological (or neuropsychological) theory (with the
exception of being nonexplanatory, of course). Suppose that our arguments
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are correct and that all of our knowledge has both experiential and descriptive
components; all our semantic meaning comes packaged with some perception
or other, and all our perceptions have some content attached to them. In this

case, we can't truly isolate the qualitative experience from its meaning (except
in an illusory way) - part and parcel of the feel of something for us is its mean-
ing. Hence, if we learn anything at all about how we represent the world in our
heads, we also learn something about our conscious experiences at the same
time. At least this seems a rational hope.5

It is a mistake to assume that all of our psychological theories dealing with
imagery construction, or sensory perception, or explicit memory, and so on,
leave consciousness out entirely. They do not. Insofar as consciousness is an
integral part of some of our images or perceptions or memories, any infor-
mation about any of their properties also thereby gives us some modicum of
predictive insight and control into our conscious experiences.

It is also a mistake to think that we will have our biological and psycho-
logical theories on the one hand and that, quite separately, we should have a
theory of consciousness. If we are going to get a theory of consciousness, it will
be intermingled with all the rest of our theories.

Mysterians lament that this view of what a theory of consciousness will

look like leaves out the richness of our qualia. Our qualitative experiences are
full of details; they are concrete and specific. Any theory of consciousness will
not be. This is the point behind Nagel's and Jackson's arguments. It is like some-
thing in particular to see red or to track sonar. Abstract that away and you've
abstracted out consciousness, the very thing you are aiming to explain.

However, and to say it again, mysterians are operating with a mistaken im-
pression of what a scientific theory is. In order to get useful theories, science
has to work above the particular. Scientists theorize about types of events, not
event tokens. To understand something, we have to capture what several dif-
ferent instances of that something all have in common and account for that
commonality. Of necessity, many, if not most, details will be lost. We take our
complex, detail-rich observations and distill them until we are left with their

basic structure or their essence or their defining features. We can think of a
scientific theory as an abstract picture of an idealized version of our world. We

can use this theory to make predictions about what will happen in the idealized
version, given certain events under certain conditions. We can then take these

predictions back to the real world in all its messy complexity and see how our
theory fared. Of course, in the case of consciousness, working above the partic-
ular is working above the level that mysterians claim is most important. That
may be. But this is a fact of life they will have to learn to live with.

All sciences operate in this fashion. In mechanics, for example, we abstract
away from real objects until we are left with point-masses traveling in a fric-
tionless space. We then make predictions about how these points would behave
under various conditions. We use this information to explain what happens to
objects like cars awash with various frictions. In neurophysiology, we abstract
away from all the messy details surrounding ionic influx and efflux in neurons
to explain equilibrium in terms of the movement of potassium and calcium
ions across the cell membrane. Neuroscientists pick what they think are the
essential and basic components of neuronal firing activity and use them (and
only them) to account for actual neuronal behavior in all its tangled intricacy.
The Nernst model of cell equilibrium leaves out several types of ionic flow;
Chomskian linguistics leaves out colloquialisms; Skinnarian S-R behaviorism
leaves out the internal processing; the law of gravitation leaves out the shape of
the objects.

Psychology functions the same way. For example, Stephen Kosslyn's (1980,
1994) distinction between surface and deep representations as the two major
components of visual imagery abstracts away from other important compo-
nents of visual processing. Feature binding, grouping effects, lighting assump-
tions, and so on, are ignored. This is not to say that Kosslyn believes that our
brains do not do these things. Nor does this mean that Kosslyn thinks that these
processes are unimportant. Kosslyn's model focuses on a few features that he
takes to be extremely salient. Another psychological model, with a different

emphasis, would take other things as its defining features.
Any scientific theory of consciousness should work in the same way. Since

individual conscious experiences are personal and particular and since the per-
sonal and particular are not under the purview of science, we can and should
abstract away from them. Unlike in most other sciences, this abstracting is quite
expensive when developing a science of consciousness (for it leaves out what we
intuitively think ought to be explained), but it is a cost that has to be paid in any
case (this the conclusion of Part 1). A good theory of consciousness, then, will
abstract away from all the specific details of our phenomenological experiences
and pick out a few defining features, not because these details are unimportant,
but rather because we can't theorize about them as details.

It is wrong to complain that Kosslyn's model doesn't explain why our vi-
sual images correspond to perceptual experiences. That is to say, theories of
imagery don't explain why our images and our perceptions use the same parts
of the brain in more or less the same way. That they do is something we dis-
covered and that we now (should) take as our starting point in theorizing.
Kosslyn builds models of how our imagery qua "rewritten" perceptual experi-
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ence works. He, and others, articulate what it is in our brains that corresponds
to our images or our perceptions. He elucidates and clarifies the processes that
terminate in our visual experiences. He refines and regiments the components
of these experiences. He does not, however, explain why the visual images and
visual perceptions occupy similar spaces in our brains. It is just the way we are.
(An evolutionary story might answer these questions, but this isn't what the
mysterians are looking for either.)

A scientific theory of consciousness will work in the same way. We might
discover that our conscious experiences have certain components, which, once
discovered, scientists can take as starting points in theorizing about our ex-
periences. They can then try to build models that capture how our conscious
experiences qua these basic facts function or point to aspects of our brains
likely to be instantiating these facts.

Mysterians are not happy with this position. Unfortunately, the only way
to remedy this situation is for them to give up on their impossible demand.

CHAPTER 5

Science in the face of mystery

.. . it will not have escaped the notice of those interested in the topic that we

have, at present, nothing resembling a science of consciousness.
Anthony Jack and Tim Shallice

5.1 The science of consciousness in broad outline

The mysterian argument gets off the ground by assuming the need to inti-
mately relate, via reduction, two things: the subjective and the objective, the
phenomenal and the physical. We have argued that this is misguided: neither
full translation nor any sort of reduction is required for developing a useful,

predictively adequate theory of consciousness.
But, if the science of consciousness is not going to explain consciousness,

what will it do? Taxonomize, correlate, predict, and control primarily. It will
work out detailed taxonomies of neural processes and kinds of conscious states,

including perceptual states, emotions, consciousnesses associated with propo-
sitional attitudes, and perhaps even such phenomenal states as experiences of
the mystical or the divine. It will map correlations between these various neu-
ral states and neural processes at various levels and corresponding conscious
states. It will make predictions. These predictions will take the form of "if we
do such and such to this neural state (or subpart of a neural state), the subject

will experience E." and "if the subject experiences E, then the subject's neural
processes should do such and such:' How will consciousness scientists know
that the subject is experiencing E? By its behavior, either by asking the subject
or detailing its nonverbal behavior. And we can use all this information to con-
trol conscious states, either our own or those of others. (Indeed, we are well

on our way in this last venture, with all the mood altering drugs on the market
these days.)

This description of the science of consciousness might sound thin, and it is
thin to the extent that sciences are required to produce satisfying explanations.
But our plaint all along has been that this requirement is too strict. Scientists
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are very pragmatic. If reductive explanations are not in the cards, then we get
taxonomies, correlations, and predictions instead.

There is already a science of consciousness, toiling in the fields, compris-
ing cognitive psychology, cognitive neuroscience and psychophysics, and all of
these are replete with correlations. This is not an indication of the imminent

failure of the science, but instead it is its most promising feature. Of course, we
cannot predict how this science will unfold. All the relevant information is in

the future. But we can say what it won't have to do. It won't have to explain con-
sciousness; it especially won't have to explain it in a way that satisfies anyone's
intuitions.

ers, including Bernard Baars and James Newman's reticular formation, Francis
Crick and Christof Koch's (and others') 40 Hz oscillations, Hardcastle's acti-

vation in the parietal cortex, and Stuart Hammeroff's micro tubules (Baars &
Newman 1994; Crick & Koch 1990; Hardcastle 1995; Hammeroff 1994). The
worries we raise here about actually uncovering the NCC are equallyapplica-

ble to any and all of these; in fact, they apply to any member on our original
list in Chapter 1.

5.2 Overconfidence, underdetermination, and the correlates
of consciousness

5.2.1 Flohr's hypothesis2

Flohr claims David Hebb was right (Hebb 1949):brains areplastic. Any activity
between synapses strengthens the connections, so post-synaptic neurons fire
more readily the next time around. Inactivity weakens synaptic connections,
so post-synaptic cells are more difficult to provoke into firing later. The brain's
mantra is "use it or lose it." This so-called Hebbian learning rule means that

brains will develop complexes of neurons which prefer to fire together when
a subset of them are stimulated. These assemblies, say Flohr and Hebb, are

the building blocks for mental representations. In other words, these groups of
cells that prefer to fire together as a unit are the neural correlates of our mental
representations.

Unlike Hebb, though, Flohr, along with Christof von der Malsburg (1981),
holds that there are two ways to create cell assemblies. On the one hand, we

can see permanent change occurring slowly over a period of time and repeated
activations. As we experience and learn about our environment, our neural
connections shift and grow such that we develop privileged neural units that
fire in response to particular environmental stimuli. On the other hand, tran-
sient assemblies are also possible, and these occur quite rapidly, on the order of
100 msecs. These are assemblies that are not carved out by repeated experience;

they are not learned. Instead, they are formed spontaneously, on the fly, as it
were, in response to whatever else is going on in the brain at that time.

Flohr's research has indicated that particular neural receptors in the cor-
tex are responsible for both types of changes. These receptors, known as the
NMDA receptors, are well known in neuroscience as one of the receptors found
in the synapses of some neurons that support the changes in the brain due to
learning ("NMDX' stands for N-methyl-D-aspartate). Basically, they work to
increase the connection strength between two neurons if those neurons are
stimulated together by increasing the neurons' sensitivity to incoming signals.
NMDA receptors are likely the mechanism by which Hebbian cell assemblies
are formed. If, as some researchers think, changes in connective strength by

But no matter how one comes down in this debate, it is true for all concerned

that science is at least in the business of seeking the correlatesof consciousness.
As it is now fashionable, we will refer to the correlates of consciousness as the

NCC for "neural correlates of consciousness" (though our remarks below also
extend to any alleged psychological or microphysical correlate as well).l At the
least, science is in the business of finding physical differences between some-
one who is conscious and someone who is not. Seeking such a correlate is a
reasonable goal, even if one is a hard-core mysterian.

Still, uncovering the NCC is not as straightforward as it may seem, for it
is a nontrivial question which correlate should count as the correlate. It is not

an empirical difficulty we are alluding to here, though obviously there is that,
too. We are concerned with a deeper and prior methodological or philosophi-
cal question: How do we pick out the correlate from boundless other spurious
coincidences, given that we have to draw our conclusion from spotty and pro-
foundly indirect evidence? This is a question about the appropriate level of
analysis in the brain for understanding and explaining consciousness, and a
question about how to make convincing cases for inductive inferences using
less than crystal clear data. Though this question exists in some form in all of
experimental science, it is unusually sharp and difficult when the issue is con-
sciousness. As a result, we are even further awayfrom a theory of consciousness
than one might think (even an non-explanatory theory).

To explore this issue, we begin by taking as our stalking horse Hans Flohr's
identification of the correlates with the NMDA receptors in the cortex, for this
is a particularly rich and well-developed proposal. We note that there are oth-

...
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the NMDA receptors comprise the cell assemblies that underwrite represen-
tation in the brain, then these receptors are the mechanism by which mental
representations (or their neural correlates) are formed.

According to Flohr, some of the rapid, transient cell assemblies are con-
scious. Conscious representations, Flohr thinks, are those assemblies, those

(correlates of) mental representations, which are self-reflexive. These are the
cell assemblies that refer to themselves as referring to something else. Less cryp-
tically, these cell assemblies refer to their current state in the brain as well as to

something external to the brain (or to themselves). According to Flohr, being a
system that has self-reflexive cell assemblies is a necessary condition for having
phenomenal experiences.

A second neurophysiological item important for consciousness, according
to Flohr, is the ascending reticular activating system. This system is a large series
of neural tracts originating in the more primitive parts of our brain near our
spine and then spreading throughout the cortex. It doesn't appear to be acti-
vated by any particular modality of input; hence, it is referred to as an unspecific
activation system. It seems just to boost brain activity generally.

Bilateral lesions to the reticular formation lead to deep coma, and, Flohr
presumes, unconsciousness. Somehow, the thought goes, the reticular forma-
tion interacts with specific transient cell assemblies to produce, enhance, or
modify consciousness. Flohr hypothesizes that this system determines how
likely it is that a cell assembly forms as well as aids in binding together sev-
eral simple assemblies into more complex representational states. If cell as-
semblies are created quickly enough, then the system is conscious: "an un-
conscious state is present if the rate at which plastic changes take place falls
below a critical threshold" (Flohr 1995b: 160). So, according to Flohr, con-
sciousness is connected to rapidly formed cell assemblies. Cell assemblies form
rapidly through the activity of the NMDA receptors and the ascending reticular
activation system.

In his theory, Flohr outlines lots of different events in the brain that co-vary
with consciousness: self-reflexive representations, rapidly changing cell assem-
blies, activation in the reticular formation, NMDA receptor-driven synaptic
change. It strikes us that all are possible candidates for the neural correlates.
Flohr himself, however, has no difficulty in choosing the one item he believes
is crucially responsible for consciousness: "The occurrence of states of con-

sciousness critically depends on a specific class of computational processes that
are mediated by the NMDA synapse:' Because "the direct or indirect disrup-
tion of NMDA-dependent processes is the common operative mechanism of
anesthetic action:' he concludes, "the essential difference between anesthetized

brains and conscious brains consists in the presence or absence of NMDA-

dependent computational processes" (Flohr et al. 1998). According to Flohr,
NMDA-sponsored computations are the neural correlates we all have been
looking for.

Let us leave aside some of the potential difficulties of this view - for ex-

ample, why Flohr wants to claim that NMDA synapses are crucial for con-
sciousness, even though their activity is just as essential for non-conscious cell
assemblies (the non-reflexive ones, or the ones which do not fluctuate rapidly

enough, or the ones we find in sea slugs). Let us just assume that Flohr's theory
is correct in its entirety: A phenomenological experience is a reflexivecognitive
thought, which, neurophysiologically speaking, is a complex and transient cell
assembly in the cortex, underwritten by activity from the reticular formation,
and made possible by the NMDA receptors and their computational properties.

So which are the neural correlates of consciousness? The cell assembly it-

self, as Hardcastle has argued? The reticular formation, as Baars and Newman
claim? The NMDA receptors with their computational properties, as Flohr be-
lieves? Or perhaps their internal quantum effects, as Hammeroff holds? How
do we know that what Flohr suggests is the neural correlate? All are correlated
with the qualia, after all.

I

I

5.2.2 Is there a way to find the NCC?

Can creatures with cell assemblies but no reticular activating systems be con-
scious? How about those with a reticular activating formation but no NMDA

receptors? Or NMDA receptors with different computational effects? Or the
same computational effects but with subtly different underlying quantum in-
teractions? Just run the right sort of experiment and scientists should be able
to separate the genuine effect from mere experimental artifact or interesting
coincidence.

5.2.2.1 Somephilosophyof science:The method of screening-off
The investigative strategy philosophers of science advocate for determining the
actual cause of an event is to determine which putative cause "screens off"

the others (cf., Cartwright 1970; Eells 1988; Hardcastle 1991, 1998; Salmon
1971;Wimsatt 1984).In general,we saythat one putative cause,A, screensoff
another, B, from the effect we are interested in if the probability of the effect

occurring is the same, regardless of whether we have A and B occurring or just
A, but the probability decreases if we have just B. In other words, having B
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does not add anything to the system. In such a case, we can conclude that A is
actually doing the causal work.

A screening-off analysis can be run either horizontally or vertically. That
is, we can use it to determine which cause is "closest" to the explanandum and
so is the most proximal cause. This is the horizontal direction of screening-
off. Or, we can use it to determine which level of organization of matter is the
appropriate one for describing the phenomena. This is the vertical level.

To see how the screening-off relation functions, let's look at some examples
unrelated to consciousness. First, consider a simple horizontal example: bowl-
ing. What causes the bowling pins to fall over, the bowling ball hitting them, or
the person rolling the ball? Answer: the ball. The pins fall over if the ball hits
them, regardless of whether the person rolls the ball. The ball could have been
pushed; it could have been fired out of a cannon; it could have been sent ca-

reening accidentally towards the pins by a car crashing through the front of the
bowling alley. Certainly, the person throwing the ball is causally relevant, but
the proximate cause of the pins falling down is the bowling ball hitting them.

The units of selection controversy in evolutionary biology also can be un-
derstood to be an example of horizontal screening off (d., Brandon 1982). We
would say that the phenotype A screens off the genotype B - and hence is the

causally relevant factor - with respect to reproductive success if (1) we can af-

fect reproductive success by changing the phenotype, (2) we can change the
phenotype without altering the genotype, and (3) changing just the genotype
does not affect reproductive success.

Phenotypes emerge through the interaction of genes, the various kinds of
RNA, and the environment. DNA comes first and the phenotype later. Since
phenotypes screen off genotypes, we know that phenotypic traits are the most
proximate relevant causal factor in reproductive success. That is, phenotypes
come later in the developmental chain and so are "more" responsible for the
final product than are genotypes. As long as we have the phenotype, we get
the units of selection. The same is not always true for the genotype. In general,
we use horizontal screening-off relations to outline (per accidens) the casual
mechanisms for some event.

The conflict between psychiatric and neurobiological explanations over ex-
plaining something like depression illustrates the vertical dimension of a causal
analysis. On the one hand, we might want to claim Fred is depressed because
he learned that he has cancer. The cognitive event of understanding that one
has a potentially fatal disease is the causally relevant factor in explaining Fred's
change in mood. On the other hand, we might also want to claim that Fred is
depressed because the amount of norepinephrin has dropped in his brain. The

amount of a particular neurotransmitter is the causally relevant factor in ex-
plaining Fred's change in mood. Which explanation is the correct one? Which
one picks out the cause of Fred's depression?

To answer these questions, we need to know whether cognitive events
screen off neurophysiological ones, or vice versa. Is the probability greater that
Fred will get depressed ifhe learns that he has cancer or ifhe learns he has can-
cer and his norepinephrin level drops? Or, is the probability greater that Fred

will get depressed if his norepinephrin level drops, but he hasn't learned any-
thing new? Research indicates that neurotransmitter levels are better indicators
of depression - Fred is more likely to get depressed if his norepinephrin level

drops than ifhe receives some bad news - hence, we should look to neurophys-
iology and biochemistry to understand large scale mood swings. Changes in
our brain chemistry screen off psychological events, in this case. We use verti-
cal screening-off to determine correlates, which can be used in some instances
to ground reductive explanations.

Discerning the neural correlates of consciousness is also a vertical problem.
We want to know which level of organization in the brain is the appropriate one
for understanding consciousness. Which events in the brain, the assemblies
themselves, NMDA-computations, or microtubule activity, are most closely
associated with conscious experiences? Which predict its appearance best?

5.2.2.2 Accessing consciousness
Unfortunately, running the right sorts of experiments is easier said than done.
The first (and very obvious point) is that we only have indirect access to others'
conscious experience. In general, we take verbal reports (or related behaviors)
to be by-and-Iarge veridical descriptions of phenomenological experiences.
And we take lack of verbal report as evidence for not being conscious. These
facts mean that whatever we believe about the presence or absence of con-

sciousness is going to be skewed by our beliefs about language and mnemonic
processing, on the one hand, and the subjects' capacities for self-report and
memory, on the other. While we all recognize that a subject's saying something
doesn't make it so, in practice it is quite difficult to devise experimental tasks
that do not explicitly assume that verbal reports index conscious experience;
indeed this assumption is usually openly made.

Our reliance on verbal reports of either previous or current experiences,

and reporting's dependence on linguistic and mnemonic capacities, means that
we cannot be entirely sure when someone or something is conscious. Most
researchers hold that anesthesia, stage four sleep, and deep coma render or-
ganisms unconscious. These are mere assumptions at best; and dubious at next
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worst; and false, at worst. Why would they think this? It is true that one can

only rarely and then only with difficulty report any phenomenological experi-
ences when roused from one of those states. However, it is not at all clear that

this isn't a problem with memory - we cannot remember what we experience
when we are in those states. Or, perhaps it is a problem with linguistic access
to these memories - we can remember these states, but we cannot put these
memories into words. Since both memory and language mediate our access to
others' conscious mental states, we are barred from devising experiments that
compare test subjects with phenomenological experiences to non-experiencing
controls in a reasonably pure form. Though we may have paradigm instances
of conscious experiences, we certainly do not have pure and uncontroversial
cases of unconsciousness (except perhaps in the case of death, but then there

are too many other confounding features for good experimental practice).
This is important because most consciousness researchers rely on juxta-

posing paradigm cases of conscious experience with presumed cases of non-

consciousness (sometimes to certain stimuli) to support their pet hypotheses.
But if we cannot be certain that someone is unconscious, then ipsofacto we
are equally unsure of nonconscious states in otherwise conscious subjects (for
those states are just unconscious states). Hence, we cannot use such differ-
ences to support any ideas concerning what in the brain is associated with
phenomenological processing. Surgical patients, for example, can show later
emotional responses to events that took place while they were under anesthe-
sia; indeed, they sometimes report conversations occurring in the operating
room. People aroused from stage four sleep report perseverative thoughts.
Such facts don't inspire confidence in the contrastive data used in neural
correlates discussions, and contrastive data accounts for most of the data in
consciousness studies.

Bilateral lesions in the reticular formation cause deep coma from which
patients cannot be roused. It is reasonable to conclude that the reticular for-

mation is somehow tied to alertness. But what does this fact have to say about
conscious experience? Next to nothing, we think, since people in a deep coma
cannot report what their experiences are like, nor if they had any in the first
place. If we already knew that the reticular formation is the neural correlate we

seek, then we could predict that patients with damaged reticular formations
have diminished consciousness, but we don't know that yet. Or if we knew that
coma and alertness were deeply tied to consciousness (knew, not just suspected
or commonly assumed), then we'd have evidence that the reticular formation
was tied to consciousness. But we don't know that either.

Certainly, the differences between alert and anesthetized patients drive
Flohr's theory. Patients under anesthesia cannot be roused either (which is a
good thing, obviously). It is reasonable to conclude that anesthesia is also tied
to level of alertness. But, again, what does this fact have to say about conscious
experience? Still next to nothing, since patients under anesthesia cannot re-
port what their experiences are like, nor if they had any. Suppose, for example,
that anesthesia causes profound amnesia and some sort of bodily immobility,
rather than an inability to feel pain. In this case, patients on the operating table
would behave exactly as they do now, but would still be conscious. (This isn't

a mere thought experiment either, for, in the United States anyway, surgeons
add amnesics and paralytics to the anesthesia administered during surgery.)

Whether we think someone is unconscious depends on what they are later

able to report. If they can't report anything, we typically believe they were un-
conscious. Our point is that this inference isn't justified. If what is wanted is
certainty, then there just isn't any. If what is wanted is high experimental con-
fidence, then there isn't any of that, either. If we already knew that anesthesia
blocks consciousness, then we could predict that patients under anesthesia are
unconscious, but we don't know that yet. In short, most evidence touted as
relevant to consciousness is still as of yet not evidence at all; it is begging the
question. Consequently, designing the appropriate experiments for uncovering
the neurophysiological event that screens off the others vertically is at best an
extremely difficult task.

5.2.3 Blindsight and other philosophical examples

But, some might protest, we aren't being fair to the wealth of scientific data
out there. In particular, there are good neurological examples of cases in which
a person demonstratively loses qualitative experience, cases in which the evi-
dence isn't tainted by alternative hypotheses, cases in which cognitive scientists
aren't begging the question. Blindsight is the example commonly given by
philosophers (and others). Let us take a brief detour to examine this claim
in some detail lest it be taken as a way around the difficulties with devising

experiments on consciousness.
It was once believed that lesions in the primary visual cortex (area VI)

resulted in complete blindness. It seemed reasonable at the time: VI was
supposed to be the terminal information processing station along the pri-
mary visual pathway, our only visual processing track. But then, in 1967,
Larry Weiskrantz and Alan Cowey reported that monkeys whose striate cortex
(which includes VI) had been removed acted as though they could see. They
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didn't behave as if they were blind, being unsure of their surroundings or mak-
ing hesitant movements. They moved fluidly; they picked up objects allegedly
in their blind field; they went boldly about their business ofliving.

As in monkeys, so too in humans. When we lose parts of VI, we com-
plain that we can't see in the visual regions that correspond to the damaged
areas. We complain, but we can actually perceive things there, at least up to a
point. We behave as though we are seeing; we just aren't conscious of our see-
ing. Mapping out exactly what we can and can't do in blindsighted scotomas
has become something of a cottage industry in neuroscience, as are mapping
out other oxymoronic states like numb-sense and deaf-hearing.

Philosophers actually anticipated this deficit in blindsight -type thought ex-
periments (cf., Perkins 1971). David Mellor (1977) properly introduced blind-
sight to the philosophical community when he noted, rightly, that blindsight
gives us an actual case in which function (of a limited sort) and experience pull
apart. It looks like here, maybe, we can distinguish the phenomenological feel
of something from what we are able to do. Theorizing about blindsight and
what it means for consciousness studies has become a thriving enterprise in
philosophy as well.

To put the discovery of blind sight in the language of screening off, it looks
like we have found a case in which our neurophysiology screens off phe-
nomenological experience with respect to some behavioral task. To put the
claim in its starkest form: we need our brains to perceive, but we don't need
consciousness. We can perceive, even if we lack awareness.

But we know more than this, too, for blindsighted individuals are behav-
iorally distinguishable from sighted ones. Blindsight patients can only discrim-
inate crude stimuli in their scotoma in a rough and ready way; they can tell
(guess better than chance) direction of movement, color, shape, and number.
But they can't read. They can't thread a needle. So, maybe, too, we know that we
need consciousness in order to process difficult stimuli. Though we don't dis-
cuss why here, it also looks like we might need it to initiate intentional behavior.
Here then is the idea: for basic perception, we don't need consciousness, we
just need the appropriate tracks in the brain; for complex perception and vol-
untary action, we need consciousness (and the appropriate brain tracks). Find
the parts of the brain correlated with such complex perceptions and intentional
action, area VI, say, and we will have isolated at least one NCe.

Is this right? If we are patient, will Mother Nature herself tell us what we
need to know in order to isolate the NCC?

Let us leave aside the still unresolved question of whether blindsight is a
real phenomenon and not an artifact of residual functioning in an incompletely

lesioned striate cortex (cf., Gazzaniga et al. 1994). Even ifblindsight were real
and functions exactly as we are imagining, we still have a problem - we don't

know what we need in order to pick out a unique NCe. And we won't for the
foreseeable future.

Blindsighted patients seem unaware of what is in their blindfields, it is true.
While it may be that their degraded performance is due to lack of conscious-
ness, it may also be that whatever knocked out consciousness also impairs their
performance. Consciousness might not be necessary for optimal perception
and action, after all. Zombies might really be possible - in this, the actual world.

It might be that consciousness is not directly tied to performance, but only in-
directly through some common cause. Losing part of VI might both affect
consciousness and then, independently, affect function.

Bedrock slipping on either side of a fault-line will be followed by a rum-
bling noise and perhaps pictures falling off your wall. However, does the rum-
bling noise cause the pictures to fall off your wall, or does the slipping bedrock
cause both? We know that it is the earthquake that causes both. The question
we need to answer is: Is losing part of VI like an earthquake, doing more than

one thing at a time?
Losing part of VI as a common cause would screen off both conscious-

ness and function, but consciousness would not screen off function, nor vice
versa. To sort out whether this scenario is correct, we would need to isolate

consciousness from complex perception and intention, or, if we can't do that,
then isolate VI from complex perception and intention. However, we can't do
either of these things. We don't know how. If we knew that consciousness was
required for complex visual perceptions, then the blindsight studies would tell
us about the processing capacities of consciousness. But we don't know that.
That is what we are trying to figure out.

The predicament here is the same as with Flohr's hypothesis. We can't in-
vestigate the neural correlates of consciousness without already assuming we
have isolated the correlates. Furthermore, as long as we are unable to access

conscious phenomena directly, apart from some sort of speech act or other
behavior, we shall always run into this difficulty. We might have isolated the
correlate, but then again, we might have isolated some common cause that
affectsboth consciousness and the marker we are currently using for conscious-

ness. Without being able to identify consciousness in terms of some objective
attribute, we can't get any sort of experimental program off the ground.

/
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5.3 The pragmatics of consciousness research ing our conscious awareness. We can take life sustained in part by oxygen as a
given background assumption and build a theory of consciousness on top of
such facts.

Which neural correlate we chose will be at least partially determined by

which gives us the most bang for the intellectual buck, as it were. This conces-
sion to the social pressures on science goes a bit of the way toward answering
the worry. We need not consider the conscious experiences of creatures with
brains very different from our own when theorizing, since we have little-to-no
access to their mental lives - what is it like to be a bat, indeed - and, more

importantly, such data would be very difficult to get. To explain our own con-
sciousness under normal conditions to other like-minded creatures would be

enough. We need not include bats or computers or Martians in our scientific
conversations.

However, even though the pragmatic aspects of theorizing are important,
they will not completely solve our central concern: the vertical question of
which event, at which level of organization, in the human brain is most closely
associated with consciousness. In short, we still can't find the correlate. Data

that separate NMDA-receptor computations from their quantum effects or the
formation of cell assemblies are, at least for the moment, impossible to get for
intact brains. Ex hypothesi, they are all perfectly correlated with conscious expe-
rience, and higher-level events are determined by lower level events. We really
can't get one without the other. Is determining the neural correlate, then, an
insurmountable problem?

We have one explanatory move left to us at this point, and that is to turn
to previously accepted explanatory heuristics in science: simpler is better; re-
duce as far as possible; consiliance and parsimony are preferred; and so forth.
These set the standards for ideal explanations. The best explanation of some
phenomenon is one that is simple to model, contains few variables, and dove-
tails nicely with other previously accepted theories. These sorts of explanatory
goals inform scientists' hypothesizing. No one is going to propose, much less
have accepted, a complicated theory if there is a simpler one available.

In addition, in biology and neuroscience, there has previously been a dis-
tinct bias toward reductionism. The assumption is that the smaller the unit

of analysis, the better, for the more fundamental processes occur at the lower
levels of organization. With this bias in place, we should say that the neu-
ral correlate of consciousness is most likely the smallest neural unit we can
discern that co-varies with consciousness. In this case, someone like Flohr or

Hammeroff would be right: the neural correlate of consciousness is probably
something like receptor computations or quantum effects in microtubules.

What should we do? Given the undeniable lack of data, how are we sup-
posed to determine the neural correlate of consciousness? Even if we suppose
that something like Flohr's theory is correct, how can we prove that NMDA-
computations screen off everything else?

The best answer is that we should turn to the pragmatic aspects of explana-
tion and the various explanatory heuristics science has adopted (for better or
ill) over time. William Wimsatt (1984) argues that we should relax our notion
of screening off. In actual science, with real world constraints, we perform a
cost-benefit analysis so that we would say that A "effectively" screens off B if
adding B to our explanation increases our understanding of the effect only a
small amount and B is difficult or expensive to procure. Determining whether
some variable screens off another is partially a pragmatic decision. In all expla-
nations, some otherwise relevant events are set aside as being not significant
enough to warrant including. Not all causal influences are created equal, and
we need worry only about the most obvious in our explanations and research.

For example, gravity is necessary for human consciousness, for without
gravity, life itself would not be possible. On the other hand, when singling out
items of study for consciousness in the brain, gravity does not rank high on
the list of possible suspects since there are other things also necessary that are
closer to being sufficient for consciousness as well. We are searching for the
neural correlate that is both necessary and sufficient. Since we can't have that,
we want one that is as close to being sufficient as possible.

Let us put this point a different way. When we devise scientific theories to
explain phenomena in the world, we single out some causal relations among
the vast web of interactions as the important connections for understanding
some event. Some causal influences are too trivial to matter much in a gen-
eral theory. Others are important, but too far removed from the phenomenon
in question to fall within the scope of a finite theory. Under normal circum-
stances, UV radiation would fall in the former category for any general theory
of consciousness and breathable air would fall into the latter. Though one's
skull is constantly bombarded by ultraviolet radiation, its effects on one's con-
scious experiences are quite minimal. Hence even a complete theory of con-
sciousness can ignore UV effects, for successful theories highlight only the
most important components and interactions in getting to the specified end
state. Oxygen supports mammalian life and being alive is a prerequisite for our
being conscious (probably). However, that we and creatures like us are alive
and consuming oxygen are not going to be facts included in a theory explain-
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Recently, however, this propensity toward "smallism"3 has come under fire.
With the increasing popularity of large-scale dynamical systems explanations
of brain phenomena, we are all losing our unspoken agreement that the real
stuff occurs down below, while the surface appearances are mere reflections
of the underlying causal interactions. Nowadays, we are finding champions
of "largism" at every turn (cf. Kelso 1995; Port & Van Gelder 1995; Skarda
& Freeman 1990;Thelen & Smith 1994). These researchers disdain the small as

relatively irrelevant data and seek true understanding in the large-scale patterns
that emerge out of the chaos of tiny interactions, each of which is insignificant
when considered alone. A largist would claim that the complex cell assem-
blies are the true neural correlate of consciousness, while the micro tubules and

NMDA-receptors merely support the assemblies.
Which way should we go? Which explanatory bias should we adopt in

consciousness studies? Unfortunately, the answer is not forthcoming. We are
caught in an odd time, as a war over explanatory biases in biology and neu-
roscience is just now being fought in journals and laboratories around the
world. Some neurobiological explanations are strongly reductionistic; others
are not. And neither have the upper hand at the moment with respect to ex-
planatory power, funding decisions, centrality in the profession, and the like
(cf., Hardcastle 1998).

Hence, we cannot say with any sort of surety what the correlate of con-
sciousness is. Whether we should be smallists or largists in our explanations
of mental events is currently undetermined. And we have too many levels.
For now, we have only educated guesses, personal declarations of faith, and
a plethora of individual research programs. Lots of basic research remains to
be done, and, more importantly for our concerns, the fundamental theoret-
ical scaffolding remains to be constructed. For now, finding the correlate of
consciousness is itself a deeply difficult problem.

This conclusion is especially troubling given that there has historically
been little consistency in the mind/brain sciences regarding what sort of data
count as the right sort in answering ontological questions of the mind. At the
turn of the century, when introspectionism reigned in psychology, first-person
phenomenology was privileged. Then, with the advent of logical empiricism,
behavioral evidence ruled and phenomenology was considered to be some-
thing of an embarrassment. In the late 1970s and early 1980s, data from brain
chemistry trumped when eliminative materialism had its fifteen minutes of
fame. Maybe next week, the tide will turn again. . . . No wonder the mysterians
have abandoned hope.

The shifting sands of explanatory bias in the mind/brain sciences drive
home how little one gets out of a sci~ntific theory if one is fundamentally in-
terested in ontology. What scientists will end up identifying with consciousness
will depend on how other, largely unrelated, research programs fare. This isn't
a criticism of the science; there is simply no other way to run the business. But
it does give us a sense of how large the promissory notes the naturalists are
issuing, and how wrong-headed.

Yet, the project did seem so reasonable - mundane, even. Consciousness
has to be correlated with something in the brain. Isolate that something and,
bingo, consciousness has been identified. But, once we start to push on the
naturalists' program, it falls apart in our hands. We can't isolate consciousness
because too many things are correlated with it at too many different levels of
organization. And we can't even be sure of the correlations because we only
have indirect access to other peoples' first-person experiences, to their con-
sciousness. We are forced to turn to other factors to help winnow our data.
These social, cultural, historical- prudential- factors aid in theory-building.
But they shouldn't help in our understanding of fundamental ontology; they
are simply the wrong sorts of beasts to do so.

Consider: from a materialist's perspective, being able to taxonomize, corre-
late, predict, and control is enough to be able to identify conscious phenomena
with physical things in the world. From a dualist's perspective, being able to
taxonomize, correlate, predict, and, control is enough to point to some es-
tablished harmonies between the physical world and the non-material one.
However, because the actual theories advanced by these two camps' science
would not differ, one should be indifferent between which metaphysical op-
tion one chooses. The science remains the same. The ontological difficulties
drop away.

This is not to say that there is some principled reason preventing scientists
from working out some sort of theory of consciousness. Very likely, at some

5.4 The naturalists' promissory notes

It might strike you that there is something profoundly dissatisfying about this
discussion. We want to know what consciousness is, what in the brain (or

wherever) causes consciousness to be. It doesn't seem that current funding
fads at the National Science Foundation should determine what that answer

is. It just seems wrong that serious ontological questions turn out to be merely
pragmatic decisions.
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point down the road, scientists will produce a useful theory; we don't want to
second-guess what scientists can accomplish. But it is to say that in spite of
consciousness's strange properties, the science of consciousness, like any other
science, is a social process, governed by social conventions, and utilized by
socialized creatures. And it is also to say something further: because of con-
sciousness's strange properties, the science of consciousness is governed more
than other sciences by stipulation and pragmatics. As such, it has philosophical,
especially epistemological, limitations.4

This difficulty is peculiar to consciousness. With other sorts of inaccessible
phenomena, we can still garner converging evidence that suggests their eti-
ology. We hypothesize that dinosaurs were living animals because their fossil
record is homologous to the bones of other animals, for example. But we can't
do this with consciousness. We can't get converging evidence for its correlates.
We have no way of accessing consciousness, except by already agreed upon
markers and correlates. But these are exactly what we are trying to discover.
So we are blocked. And no experiment can save us.

But, if we gave up on searching for the NCC and were content with a set
of "CC"'s - whether they were the quantum effects of neural microtubules or

populations of neurons and gross neural processes or psychological markers -
then we could skip around this logical roadblock. As long as such correlates
were useful for other theorizing and other sciences, then they should all be
admitted to the club of sanctioned scientific entities.

To make a broad generalization, sciences relate things. They relate (types
of) properties, primarily. Broadly speaking, science produces two kinds of rela-
tions: (1) relations from higher level facts to lower level facts, and (2) relations
between facts couched at one level. Statistical thermodynamics and genetic ex-
planations of phenotypes are well-known cases of the former, while Boyle's law
and the pendulum law are examples of the latter. Sciences of both types can
offer reductive or causal explanations, but they need not.

The science of consciousness will be a maverick member of the scientific

community. However, like all other sciences, the science of consciousness will
relate one set of facts (those about consciousness) with another set of facts

(those about something else). Basically,the science will map and exploit corre-
lations between the phenomenal realm and the neural or psychological realm.
It will offer what we dub nonprivileged pure correlations between conscious
states (hopefully taxonomized in certain ways) and psychological or neural or
quantum states, again suitably taxonomized. Pure correlations are explanation-
free. Pure correlations tell no stories to connect the lower level to the higher
one, conceptually. Nonprivileged correlations refer to a set of correlations in

,
I
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which we cannot privilege any particular one as being more fundamental for
our theories than any other.

Nevertheless, evidence for nonprivileged pure correlations can be quite

strong, and confidence in the correlations can be quite high. Confidence is a
function of the robustness of the taxonomies and the predictive adequacy of

the science of consciousness's predictions.



PART III

An application

Consciousnessand philosophy



CHAPTER 6

How consciousness creates philosophy

That hour, like a breathing-space which returns as surely as his suffering, that
is the hour of consciousness. At each of those moments when he leaves the

heights and gradually sinks toward the lairs of the gods, he is superior to his
fate. He is stronger than his rock.

Albert Camus

We have argued that the classic problem of consciousness - the problem of
explaining in some satisfying way how consciousness supervenes on brain pro-
cesses - is unsolvable because it is impossible to be sure whether consciousness
logically supervenes; indeed it is conceptually impossible to understand how
consciousness couldsupervene. Yet, for all that, consciousness could logically
supervene. Then again, it might not. Hence, naturalists are wrong. However,
the problem's insolvability does not mean that there will be no robust, scien-
tific theory of consciousness. There probably will be. It won't be a reductive,
explanatory theory, but it will be a theory, nevertheless, and will traffic in non-
privileged pure correlations. Hence, mysterians are wrong. Unfortunately, and
continuing the negative news, the "probably" here must be taken seriously,
since, as we also argued, the antecedent probability of successfully developing
a science of consciousness is lowered by the fact that finding NCe's is going to
be especially difficult. But whether there is a theory of consciousness or not,
scientists can and will study consciousness, which is some consolation.

It is instructive to compare our view to a dualist's view like that of
Chalmers. Like us, Chalmers argues there will be no reductive (satisfying) ex-
planation of consciousness, yet there will still be a science of consciousness
based on its naturally supervening on the neural level. But this is a surface sim-
ilarity only. For Chalmers, it is a metaphysical fact that consciousness doesn't
reduce to or logically supervene on neural processes. The science he sees in
the offing is based on bridging principles local to our possible world between
the phenomenal realm (which he claims exists) and the physical realm (1996).
Our view is that no such metaphysical fact can be established. For all intents
and purposes, there is no such fact. We think that the epistemic situation dom-
inates, indeed constitutes, the entire landscape. We cannot know that dualism

L
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is true. And we cannot know that materialism is true. The reason that there

will be a science of consciousness is not due to bridging principles, but rather
due to the fact that it is possible to have science without reduction. In place
of bridging principles, there will be (nonprivileged pure) correlations. These
correlations might bridge two disparate realms, the phenomenal and the phys-
ical, but they also might relate two physical domains, the conscious and the
neural, that we are incapable of conceptually linking because of the nature of
phenomenological experience itself. If being conscious creates the illusion of
consciousness's nonsupervenience, then materialism could well be correct. Our
position is that we can never dispel the possibility that dualism is an illusion.
Hence, no conclusions can be drawn from conceiving of dualism.

It is a consequence of our view that the debate between dualism and ma-
terialism should be abandoned. It is unsolvable for principled, logical reasons.
Another consequence is that, ultimately, we will have to be liberal about what
we count as a science of consciousness. When science confronts consciousness,

it is science that changes.
Our position is disconcerting perhaps, but it does look like the right view of

things. Given this, consciousness researchers should give up any desire for the
science of consciousness to traffic in satisfying, reductive or bridging explana-
tions. That is, we recommend abandoning desires for an explanatory science of
consciousness. This isn't a conclusion we come to lightly. But if our arguments
are correct, then it is the prudent course. Many hope, and will continue to
hope, for a satisfying explanation of consciousness. And these researchers will
act on that hope - in vain. The only way to relieve this intolerable state (intol-

erable, at least, because it is a waste of time) is to give up wanting explanations
of consciousness. That, we can control.

So, the problem of understanding consciousness is, for all intents and pur-
poses, immortal. This explains why it is also ancient. Our modern problem of
consciousness, of course, is not exactly the same problem as any of the prob-
lems ancient philosophers puzzled over, but theirs and ours share a deep family
resemblance. For example, in his treatise, On the Soul, Aristotle wrestled with
what is clearly recognizable as a version of the mind-body problem: he strug-
gled to understand the nature of the soul and how the soul is related to the
body. The scope of his notion of soul was wider than our contemporary no-
tion of mind, and he apparently didn't distinguish between consciousness and
cognition (but then, neither do some of our contemporaries), yet the problem
with which he wrestled strongly overlaps with ours today.

There is another set of problems that is likewise ancient: the fundamental
problems of philosophy -like the problem of freewill versus determinism, the

nature of the self, of moral responsibility, and the meaning of life, to name four.
Like the problem of consciousness, little progress has been made on these prob-
lems. In fact, the morphological changes of these problems over the millennia,
mirrors the transmutation of the soul-body problem into our modern prob-
lem of consciousness (e.g., McGinn 1993). So, perhaps all these philosophical
problems share a common root or cause. Since consciousness, at least one's
own consciousness, is so central to our existence (and is the most indubitable

property of the universe), it is natural to wonder if somehow consciousness is
involved in the production of all of the fundamental problems of philosophy.
We will argue it is centrally involved.

6.1 The enduringness of philosophy: The proper view

Many have pointed out that philosophy's central questions never seem to get
answered. Rather than getting solved, philosophy's problems are perennial:
they may even have a recurring life cycle. In this, philosophy is seen to be
very different from science and mathematics. Mostly, philosophers just ignore
this aspect our their discipline. But once in a while a philosopher will wrestle
with this conundrum. Colin McGinn is one such philosopher of recent vin-
tage (Thomas Nagel is another recent one; we discuss him in the next section).
McGinn has produced some keen observations as to philosophy problems' life
cycle. But his explanation for why philosophy endures is substantially different
from ours. McGinn views philosophy as being the result of human epistemic
limitations (McGinn 1989, 1993). He writes:

Philosophicalperplexitiesarise in us becauseof definiteinherent limitations
on our epistemicfaculties,not becausephilosophicalquestions concern en-
tities or facts that are intrinsicallyproblematicor peculiar or dubious. Phi-
losophyis an attempt to get outside the constitutivestructure of our minds.
Realityis everywhereflatlynatural, but becauseof our cognitivelimitswe are
unable to makegood on this generalontologicalprinciple. (McGinn 1993:2)

This view makes philosophy our fault. Philosophy is the fallout of a failed intel-
lectual endeavor; it aspires to be like science or mathematics, but can't. Smarter
creatures, McGinn claims, might not be troubled by our philosophical prob-
lems - though they might have their own, which we, in turn, might find easy
to solve (1989, 1993).

However, McGinn's view of the matter has missed a crucial distinction.

McGinn thinks that philosophy is due either to some intrinsic property of
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the problems of philosophy themselves, or to some limitation in us. He never
considers the third option that philosophy's central problems are unsolvable
because of a property of all intelligent, conscious cognizers, wherever and
whenever they may exist in this or any other universe. If any intelligent being in
the universe, anywhere; anytime, would be puzzled over philosophy problems,
then it is misleading to construe philosophy as arising from human limitations.
Rather, being puzzled about philosophy is an essential and deep epistemic fact
about conscious cognizing. This third option is our view.

We think that philosophy isn't our fault; it's nobody's fault: philosophy
is not a symptom of human limitation. Any conscious being or entity smart
enough to wonder about its own consciousness is going to find the question of
consciousness's supervenience enduringly puzzling. This is an epistemic cum
metaphysical fact about knowers in our or any universe. And, because most
of the other classical philosophical questions could be solved if we had a so-
lution to the problem of consciousness (or vice versa), none of these classical
questions can be solved either. (The "vice versa" is important. It means that in
a certain sense to be explained below, the central problems of philosophy are
equivalent.) We can put this another way: Most of the other classical problems
of philosophy require for their solution dispelling their own kind of "Cartesian
intuition", and since that intuition is ineluctable, no matter which kind obtains,

none of the classical problems can be solved anywhere by any being or entity
whatsoever. The existence of philosophy problems in the minds of other con-
scious, intelligent beings then, is, on our view, a necessary, epistemic fact about
them, and a deep epistemological fact about the universe.

6.2 The Nagelian conjecture

Our view of consciousness' role in philosophy can be derived from Thomas
Nagel's view. Nagel's great insight was that two fundamentally irreconcilable
points of view - the subjective and the objective - are prominent in the genera-

tion of the enduring problems of philosophy (1979:Chapter 14, 1986). It is best
to explain Nagel's view using an example. We will use the problem of freewill.

When our actions, say the writing of this book, are viewed from an ob-
jective, external point of view, they cease to be actions, and, instead, become
events that occur. Hardcastle and Dietrich didn't write the book; they were
caused to write it. They were caused to talk about it and sit at keyboards typ-
ing it. This book is the outcome of those events. As authors, we two can adopt
this point of view ourselves: We didn't write this book; we were merely the
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last links in the causal chain leading up to it. When viewed externally, all hu-
man action (and indeed all agent-centered action) vanishes. Things don't get
done; they happen. Nagel puts it well: "Anyexternal view of an act as something
that happens, with or without causal antecedents, seems to omit the doing of
it:' (1979: 199). However, the external viewpoint - the objective viewpoint -
leaves something crucial out, namely, that an agent does it. I am writing these
very sentences now. I am the source of them. They exist because of me. They
didn't merely happen or happen through me. I created them. Again, Nagel:
"[An agent's] actions appear to him different from other things that happen
in the world, but not merely a different kind of happening, with different
causes or none at all. They seem in some indescribable way not to happen
at all.. ."(1979: 199, italics in original). Our actions don't just happen; we do
them. We are the sourcesor fonts of action (1986).

There are, then, two vantage points from which to view these matters:
agents, as fonts, accomplish things; there are no agents at all, but merely a
universe of interlaced events, one after another. Nagel points out that, in the
problem of freewill, neither point of view can gain the upper hand. The objec-
tive point of view, irredeemably leaves something out - agents, doers of deeds.

And the subjective point of view seems incompatible with our robust, scientific
view of our universe and us as material elements in it. The objective point of
view is supposed to be truer, but how can that be if it leaves out agents?l

Nagel then argues that this phenomenon metastasizes. The self and its sub-
jective point of view are irreducible, not just in the problem of freewill, but in
the mind-body problem, the nature of the self and self-identity, in epistemol-
ogy, metaphysics, and in ethics. The self and its subjective point of view are
essential parts of the universe, and are here to stay. Nagel suggests that real-
ity should not be identified with objective reality (1979:211). Rather, reality is
essentially split between the objective and the subjective. And unification is a
vain dream. A final quote from Nagel sums up the situation: "[T]he consistent
pursuit of greater objectivity runs into trouble, and gives rise to the philosoph-
ical problems [listed above], when it is turned back on the self, as it must be to
pursue its comprehensive ambitions" (1979:210).

We will assume that Nagel is right that the fundamental problems of phi-
losophyall have the same underlying structure: a clash between irreconcilable
points of view - the subjective and the objective views. In his 1986 book, Nagel
clearly identifies this clash between viewpoints as the source philosophy (p.
6ff.). This is the claim we are interested in. Philosophy is the result of adopting
first one and then the other point of view when asking some basic question
(e.g., "Am I free?"). We enshrine this claim as the Nagelian conjecture:
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The Nagelian conjecture:Philosophy is the result of switching between subjec-
tive and objective points of view when asking fundamental questions. These
two points of view are irreconcilable and basic.

be from one perspective and then from another. These two perspectives have to
be occupied by the same subject at different times. This is why referent main-
tenance is required in the first place. This is another necessary condition on
having changing points of view.

(3) If points of view change then there has to be a single subject having those
points of view over time.3

Finally, we need to fold in consciousness. Consciousness, or conscious ex-
perience, plays a crucial role in grounding our knowledge of our beliefs about
our points of view and the changes to them. We don't merely have the points of
view, we have beliefs about them. When one is contemplating a philosophical
problem - concentrating on how it is generated - one has beliefs about one's

experiences from different viewpoints. For example, in considering that I am
writing this sentence, I have beliefs about my own agenthood in causing this
sentence to exist. When I change viewpoints and adopt an objective perspec-
tive, I have beliefs that I am merely a link in a causal chain. These beliefs are
beliefs about my experiences. Hence they are warranted (at least in part) by
the fact that I am having the relevant experiences themselves.4 So, when one is
contemplating the generation of a philosophical problem, one is conscious of
the information from the relevant point of view, and the change in informa-
tion as one changes one's point of view. And it is just this conscious experience
that warrants the relevant belief. (However, one needn't be conscious that it is

the change in points of view that is causing the problem. This just means that
when one reads, e.g., Nagel 1979, one can be surprised and then convinced by
his arguments.) We sum this up by saying, when generating a philosophical
problem, you experience a point of view and the point of view shift, but not
necessarily the shift in points of views.5

Nagel considers consciousness to be one of the philosophical problems his
conjecture is designed to explicate. But it is crucial to see that consciousness
itself plays an essential role in generating the relevant viewpoint knowledge in
the first place.

These three ingredients - referent maintenance, a self or subject, and con-

sciousness - need to be added to flesh out the Nagelian conjecture properly. We
think that we also need to be explicit about insuring that the relevant beings or
subjects have human-level intelligence as well as curiosity, since the absence
of both these properties can be imagined in a cognizer of some sort. (Having
human-level intelligence might entail having curiosity. But no one knows. So
we add it explicitly.) Call this deeper, expanded version of viewpoint change
enhanced viewpoint change. Then the improved Nagelian conjecture is this:

6.3 Deeper aspects of Nagel's conjecture

Nagel's insight must be pushed deeper if it is to function as an explanation of
the cause of philosophy's central problems, and if we are to tie being conscious
to being puzzled about philosophy's questions. We must ask: What is it about
changing points of view that does the trick of generating philosophy? That ob-
jective points of view replace subjective ones and vice versa requires two very
interesting mental processes as well as consciousness. Once we unpack this, we
will be in a position to see how consciousness is related to philosophy.

The first process that we need to consider is what we call referent main-
tenance. As one's point of view changes, it is crucial that the referent of the
point of view remain the same; otherwise, the subject will be unable to know
that she is changing points of view at all. Consider walking around a table. As
your points of view of the table change, it is crucial that you believe that you
are always seeing the same table - that your beliefs about the table always re-

fer to the same table. Any lack of certainty here would cause you to question
whether you are having different points of view of the same object or views of
different objects. It is crucial to the very existence of points of view that these
two possibilities be distinguished and decided in favor of the former. So, if an
author, puzzling over freewill, is viewing her writing of a book from her own,
agent-centered, subjective perspective, and then considers her writing from an
objective perspective, it is crucial that she believe that she is viewing from dif-
ferent perspectives - different points of view - the very same authoring of her

book. In fact, this is a necessary condition on having points of view.

(1) If a subject believesshe has points of view,then she believesshe maintains
referents across those points ofview.2

(2) If a subject has points of view then she maintains referents across those
points of view.

Secondly, there is the self. A point of view change doesn't make sense un-
less there is a single entity or subject whose viewpoint is changing. If you and
I are standing on opposite sides of a table, you have your point of view and I
have mine. There is no point of view change. There are merely two different
points of view. To get viewpoint change, a single subject's viewpoint must first
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The improved Nagelian conjecture:Philosophy is the result of enhanced view-
point change when asking certain questions where the relevant viewpoints are
the subjective and objective viewpoints (which are irreconcilable and basic).

Certain forms of perplexity - for example, about freedom, knowledge, and the
meaningoflife- seemto me to embodymoreinsight that anyofthe supposed
solutionsto thoseproblems. (1986:4)

All we have really done is elaborate, via logical implication, Nagel's orig-
inal conjecture. If the arguments for his original conjecture work, then
they work for the improved version. We think that the improved Nagelian
conjecture is true.

Given our explication of the improved Nagelian conjecture, it should be
obvious how consciousness helps create philosophy: It grounds our knowledge
(our beliefs, if you prefer), about what we are perceiving from the relevant
subjective and increasingly wide objective points of view.

According to the improved Nagelian conjecture (as well as the original)
all the central problems of philosophy have the same structure. Hence, if we
could figure out how it is that we manage to change points of view and what
such changes really involve, we would unravel all these central problems. This
suggests that the central problems of philosophy might stand or fall together
(modulo the details about each problem, which, given a solution to their cen-
tral, root problem, might not be hard to resolve). But in order to understand
viewpoint change, we'd have to explain how consciousness is involved in view-
point change in the first place (recall that that was one of our elaborations).
And in order to do that, we very likely would have to reduce consciousness
to something psychological, since viewpoint change is a psychological phe-
nomenon. But of course, that's not in the cards. We can consider consciousness

sui generis and just add it into our theory of viewpoint change, but this, as we
have repeatedly mentioned, won't be very satisfying. Hence, it seems likely that
viewpoint change of the kind in the Nagelian conjecture will remain unexpli-
cated. This suggests that the central problems of philosophy will continue to
stand - forever.

We don't know if enduring perplexity is a good thing. But it does seem to be a
fact about our existence.

So, the view we are promoting implies that philosophy does not make
progress: if its problems have no solution, there is no sense to the notion of
getting closer to a solution, which is one kind of progress. Indeed, there is
no direction at all within the realm of philosophy: there are merely perennial
puzzles. Some have criticized our view on this point by saying that we have
rendered philosophy otiose. If this is the truth about philosophy (a view that
would not surprise many lay-people), we should boldly embrace it.6 We don't
know if philosophy is otiose or not. We end this book with a discussion of how
it may not be.

Making progress is just one way to judge a long-term human activity. It
is certainly not the only way, nor even the best way. Consider art. Art makes
no progress, arguably. The engravings in the cave of Combarelles I outside Les
Eyzies de Tayac, France, made thirteen thousand years ago by people of the late
Ice Age, are meticulous and delicately executed, and are every bit as compelling
as something by Miro or Tanquy, Warhol or Dali. Of course, in many ways, the
depictions of reindeer, bison, mammoths, and other mammals, along with ge-
ometric designs, don't speak to us as well as silk-screens of Campbell's tomato
soup cans, or languid, dripping clocks. But the IceAgepeople of ancient France
were likely gripped by their art and the need to make it - as gripped as we

are by ours.
This is obvious from examining the cave itself. Thirteen thousand years

ago, the cave was extremely difficult to wiggle into, its opening forcing the
artists to squirm along on their stomachs in the dank darkness for one hundred
fifty yards, there to work for hours by the light of burning animal fat (deduced
from the amount of soot on the cave walls). Their art spoke to them, we pre-
sume; our art speaks to us. We appreciate theirs; and they, if they could see it,
might appreciate some of ours (although, the tomato soup can would proba-
bly leave them cold). But their art isn't worse than ours; our art isn't better than
theirs. Their art is just different.7

Compare their art to their medicine. No one today wants to be treated by
the shamanic techniques of thirteen thousand years ago - at least not exclu-
sively,and not for anything serious. Modern medicine is a triumph of modern
science, which does indeed progress. We know so much more medicine (and so

6.4 The nature and future of philosophy

It remains to say what philosophy is, on our view. As we just said, it seems to be
a consequence of the improved Nagelian conjecture that the central problems
of philosophy cannot be solved (Nagel is explicit about this claim). In a deep
way, Nagel suggests, this is a good thing. He says:
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much in a different way) than Ice Age people, that it would be difficult to talk
to them about their health, their world, and their lives, and equally difficult to
express ours to them.

Art doesn't make progress because art is not solving a problem; art is not
answering a question. We do not want to get embroiled in the philosophy of
aesthetics - yet another unsolvable problem in philosophy - but it does seem
as though art is not about knowledge so much as it is about expression (though
of course one has to know something, in some sense, before one can create a
work of art).

Certainly, the techniques for creating art of all kinds have progressed. Tech-
nology and skill, like science, do advance. IceAge musicians would have no idea
what to do with a synclavier (though given one, they might certainly produce
something interesting). And it is true that techniques for creating such impor-
tant artistic features such as a three-dimensional visual perspective emerged
only a little under a thousand years ago. But even though the religious painters
of the Middle Ages couldn't paint perspective well, it does seem as if their art
did for them exactly what our art does for us, and it did it exactly as well.

It is reasonably clear, then, that not every important human activity makes
progress, hence not every important human activity should be judged by how
far along the path to ultimate answers it is. (Sports are perhaps another exam-
ple. Though our fastest runners today are no doubt faster than the fastest Ice

Age runners, the thrill of sport hasn't changed, and sports are ~rguably about
the thrill.)

It might be, then, that philosophy is like art. Philosophy is not art, but it
is like art in that it doesn't make progress, but is nevertheless a worthwhile,
indeed essential, human endeavor.

So if philosophy doesn't make progress towards solving its problems, what
is it doing? Clearly, philosophers do look for solutions to the great problems of
philosophy. Many of them think that they are making progress. If they aren't,
then what are they doing?

Philosophers are doing many things - at once. Philosophers recast the

great problems for their time, unearth new avenues of inquiry, and propose
solutions. This much is obvious. But the solutions always fail - some later
philosopher always comes along and refutes earlier theories. We conclude that
it's not the unattainable solutions that matter. What matters are the recast-

ings and the unearthed avenues. These integrate new methods and discoveries
with our sense of being human, our definitions of who we are. Philosophy's
worth lies in the relation between its proffered solutions, the new methods and
techniques of a time that the solutions tap into, and our views of ourselves. Phi-
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losophy is crucial to updating the definition of being human. Not producing,
by increments, the "correct" definition, but updating it.

We can't just rely on chemistry, biology, psychology, anthropology, and the
like to tell us what it is like to be human because these sciences leave out indi-

vidual experience. Even the science of consciousness will do that. Sciences tell
us what a human being is. Philosophy can tell us what being us is. Philosophy,
then, is part of an ongoing definitional dialogue humans have with themselves
both at a given time and across time.

For example, the indeterminism of quantum mechanics altered the de-
bate about freewill. So did research in neuroscience. And so did the discovery

of chaos and nonlinear, dynamical systems. By wrestling with the problem of
freewill versus determinism using quantum mechanics, neuroscience, or chaos
theory, we learned more about freewill and about the three new tools we were
using to attack the problem afresh, and about us.

So, one answer to why philosophy might not be otiose is that it helps us
understand what it means to be human as we acquire more scientific (and tech-

nical) knowledge. Viewed this way, philosophy is a sort of struggle to integrate
human experience with increasingly robust and nonhuman (or transhuman)
knowledge.

But all of this might sound either empty or highfalutin or both. Philoso-

phy is part of a continual dialogue we all have with ourselves. So what? So is
bathroom humor. What makes philosophy noble but bathroom humor not?
We don't know. We are not even sure philosophy is noble. Are we learning any-

thing by doing philosophy? Perhaps. We might be learning something by doing
philosophy that is independent of actually solving its central problems. Science
does progress (as does its associated technology). Though the problems of phi-
losophy don't get solved, each time a philosopher offers a new solution to some
grand problem we do seem to learn something, something about us and about
our world.

But if we are learning about ourselves and our world by doing philoso-

phy, why aren't we making progress, since we (and our universe) are finite?
There is, it seems, only so much to know about humans. Hence, every time we
learn something new, we get closer to the final goal of understanding ourselves
completely. Once we know ourselves completely, won't we be able to solve the
problems of philosophy?

This question confuses two kinds of knowledge. We can know all that it is
possible to know about humans, without having a robust, unifying, complete
theory that makes being a human across all circumstances totally understand-
able. That is, we can know all that it is possible to know about human beings
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without knowing all there is to know about human beings. This is just to say
that necessary epistemic limitations occur in understanding ourselves just as
they do in understanding, e.g., the space of computable functions or the ex-
act position and momentum of a fundamental particle. It is this latter kind
of knowledge that will elude us. If our conclusions in the previous section are
correct, then philosophy's problems are unsolvable, and, indeed, the problems
themselves are necessary epistemological facts about our universe - a universe

with intelligent humans in it. If you make the assumption that solving the
problems of philosophy is required to finally and completely understand being
human, then it follows that we will never finally and completely understand
being human. So, no matter how many facts about humans we know, a deeply
satisfying theory of being human in our universe will always elude us.

We think that this leaves us with a crucial truth. What matters now is the

recognition that very important, deep questions do not have answers.8Besides
the true statements and the false statements, we have to add the undecidable

statements. Statements for which we desperately want answers, but for which
we cannot get answers - and we can't get the answers for principled reasons. In
mathematics, this situation is well known. There are crucial but undecidable

propositions at the heart of set theory. And just as we get several kinds of set
theory depending on, e.g., whether we assume the continuum hypothesis is
true or not, so we get different kinds of philosophy depending on whether we
assume, e.g., there is freewill or not.

What follows from this view of philosophy? We aren't sure. Certainly a kind
of relativism seems to loom on the horizon. It might be that our conclusions
render business as usual in philosophy otiose. It could well be that what we
should do is fully adopt the view that the fundamental problems of philosophy
are undecidable, and that there are many, many coherent philosophies. And
then set off afresh, from there.

ApPENDIX

Problems with zombies

A discussionof Chalmers'sargument for dualism

1. Chalmers's zombiesl

Chalmers's arguments against materialism and for dualism are unusual in that
he does not rely on the notion of identity: psychophysical identity is never used.
Instead, Chalmers relies on the notion of supervenience. Chalmers argues that

consciousness only supervenes naturally on the physical: there is no way for
consciousness not to arise in our universe, given our physical laws and our
universe's initial conditions. However, he denies that consciousness supervenes

logicallyon the physical properties of our world. He asserts that he can imag-
ine worlds in which there is the same physical stuff as this universe, but no
consciousness. These are the zombie worlds that philosophers are so fond of

discussing. The key notion of supervenience for Chalmers is logical superve-
nience, since it is the failure of consciousness to supervene logically that makes
dualism true, according to Chalmers.

This is the crucial part of Chalmers's argument against materialism: we
can, according to him, coherently imagine a physical universe exactly like ours
peopled with lively,bouncy but completely unconscious zombies, but we can-
not coherently imagine a physical universe exactly like ours at the fundamental
particle level without also imagining molecules, insects, penguins, and gov-
ernments. Because of this difference in what we can coherently imagine (or
conceive), it must be that consciousness is different from atoms, molecules, etc.
In fact, it must be that consciousness is not really physical after all. Conscious-

ness, say the dualists, seems to be a further fact over and above the physical
facts of our universe. This is Chalmers's position.2

Here now, in short form, is his general argument against materialism.

1. In our world, there are conscious experiences.

2. There is a logically possible world physically identical to ours in which the
positive facts about consciousness in our world do not hold.
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3. Therefore, facts about consciousness are further facts about our world over

and above the physical facts.

4. Therefore, materialism is false (Chalmers, p. 123).

2. The Kripkean view of worlds

Possible worlds are crucial to Chalmers's arguments against materialism and
for naturalistic dualism. Possible worlds are part of a large and venerable

project in philosophy called modal metaphysics, a project whose goal is to
develop theories of necessity and possibility (or contingency), specifically, to
develop theories about which things are necessary and which are possible, but
not necessary.

Transworld identity is a crucial issue in modal metaphysics: What is the
criterion for identifying individuals across possible worlds? It is our view that
the answer one gives to the problem of transworld identification is a function
of how one settles the general ontological question about possible worlds. For
instance, Jaako Hintikka does not appear to be bothered by the problem at all,
because he takes 'possible worlds' terminology metaphorically. Yet, Hintikka
has realized to his "considerable consternation that the likes of David Lewis

and Alvin Plantinga [both of whom do see a problem to be solved] are taking
the metaphor literally" (1993).

In general, researchers can take their modal commitments one of two ways:
(1) realistically, in which case modal talk refers to existent possibilia; or (2)
nominally, in which case modal talk does not refer to the existence of ways
things might have been but rather represents turns of phrase (i.e., a metaphor
to help cash out a particular formal apparatus). Hintikka appears to be in the
latter group. Chalmers, however, is some sort of modal realist. In particular, he
says that our formalisms for capturing modalities are logically dependent upon
our modal-metaphysical intuitions.

There are, of course, varieties of modal realism. If we exclude Kripke's view

for the moment (1972, 1980), realists minimally contend that sentences are
necessary or contingent depending on whether a sentence is true at all possible
worlds or true at some world or other, respectively. This, on the realist view,
in turn commits us to admitting independent entities (viz., worlds) into our
ontology. It is the independent existence of such entities that allows our modal
talk to be genuinely referential. Lewis's variety of realism, dubbed "Lewisian
mad-dog realism" by John O'Leary-Hawthorne (1996: 198), holds that possi-
ble worlds are concrete physical counter-parts to our own but that they exist
in an alternative space-time dimension (1986). This is clearly the extreme case,
but the point to be made holds for the entire class of modal realists: As soon
as we admit worlds as independent entities, then we must face the epistemo-

logical issues of that conviction, namely, how do we know what these possible
worlds are like? In particular, how can we tell who's who in a possible world?

Perhaps it is now intuitively plausible that consciousness doesn't logically su-
pervene. Given that all the positive facts about the world do logically supervene,
consciousness emerges as quite peculiar indeed. If all this is correct, then we
are required to reassess our metaphysical assumptions about the nature of
the world.

We discuss two common objections. Many people suggest that conscious-
ness' not logically supervening is no cause for alarm, and certainly no cause for
the drastic measure of accepting dualism, because nothing logically supervenes
on the physical. Researchers make this objection because they claim to be able
to imagine a world very different from ours somehow emerging out of all the
low-level facts of our actual world. The other objection is that they genuinely
cannot imagine a zombie world and so, in truth, there are no such worlds

(we've given that objection ourselves at times). They agree that conscious-
ness has yet to be explained, but, when it is, we will see that it is reductively
explainable and not surprising at all, given the low-level facts.

Chalmers's response to both these groups is to urge them to be more careful
about using their imaginations (or, using their concepts, as he prefers to put it).
Playing with possible worlds is not a game for amateurs. Presented with these
two objections, Chalmers just goes through the development of the intuitions
carefully, trying to convince the skeptics of the error of their ways.

However, note that the presence of these two contrary intuitions means that
there is more to imagination and intuitions about what's possible than meets
the eye. Both of these objections can't be true (but they can both be false).
The fact that we have heard both advocated by intelligent and well-informed
researchers, as well as Chalmers's intuition that both objections are, in fact,
false, inclines us to think that intuitions about what is logically possible are
very delicate, if not outright suspect. We will say more about this below.

Still, in practice, it is usually possible to make plausible to the first ob-
jectors that virtually everything but consciousness logically supervenes, and
make plausible to the latter objectors that consciousness alone doesn't logically
supervene.
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More technically, once we commit ourselves to modal realism, the problem of
transworld identity arises. And the proponent of modal realism owes us some
solution or other.

Chalmers does not want to talk about identification across possible worlds.
Thus he writes that, in general, he

possible outcomes quite routinely. Kripke's point is that we can do this, and do
it meaningfully, without positing "that there are some thirty-five other entities,
existent in some never-never land, corresponding to the physical object before
me" (1980: 17).

For Kripkean realism, there is no problem of transworld identity to solve.
If we are considering some counterfactual situation about, say, John Nash -
perhaps one in which he never studied mathematics and never won the Nobel
Prize - there is no transworld identity problem. Witness: there is no issue of us

traveling to a distant galaxy in which someone resembling John Nash in certain
ways never studied mathematics, forcing us to ask, "How do we know that this
is John Nash?" Rather, by virtue of the fact that the counterfactual situation
under consideration is one about John Nash, the problem just dissipates. This

is precisely what Kripke means when he writes that '''possible worlds' are stip-
ulated, not discovered by powerful telescopes" (1980:44, for a good discussion
ofthe nature ofthis stipulation, see Salmon 1996). So, following the Kripkean
line: there is no problem in stipulating that a discussion regarding how things
might have been for Nash in some contrary-to-fact scenario is still a discussion
about Nash in some contrary-to-fact scenario. This is called, by Kripke, rigid

designation, and the name JohnNash, is a rigiddesignator.
The Kripkean view of possibilia seems to fit Chalmers rather well. This

is a way for Chalmers to embrace realism but eschew transworld identifica-
tion altogether. The match is not quite as felicitous as it seems at first blush,
however. The difficulty lies in the fact that Chalmers wants to describe worlds
purely qualitatively, and Kripke thinks this is an unnecessary restriction. Re-
call Chalmers's definition for logical supervenience. For the argument against
reductionism using the logical possibility of zombie twins, he wants to quali-
tatively specify a world identical to our own with respect to all microphysical
facts, but differing with respect to phenomenal facts. In the characterization of
supervenience that Chalmers gives, it is not clear that there are any rigid desig-
nators at all, and rigid designation is what is doing the work on the Kripkean
view. This seems like an insuperable difficulty between the two positions, but
in fact it is not.

For supervenience in general, it may well be the case that qualitative de-
scriptions and their identities are what are in order. But, we think, the case
for consciousness as Chalmers sees it is different. Chalmers takes conscious

experience to be "at the very center of our epistemic universe" (1996:74). It
is from this center that his zombie thought-experiment originates. Since each
of us can only know (direcdy, incorrigibly, etc.) about our own private phe-
nomenal experiences, Chalmers cannot ask us to imagine a world physically

will not be concerned with questions about whether individuals in those
[other possible] worlds might have different "identities"... These issues of

transworld identity raise many interesting issues, but are largely irrelevant to
my uses of the possible-worlds framework. (1996: 367, Note 30)

Chalmers does not think he owes us a solution to the problem of transworld
identity, and he does not think the problem of transworld identity is relevant
to his enterprise. If he does not find this problem relevant to his project, then
(since modal realism is what makes the problem meaningful) we have that
Chalmers is not a typical modal realist about possible worlds. This is more
than mere infelicity: we know that Chalmers wants to be a realist of some sort

with respect to our modal talk, since mappings are obviously real for him (they
have to be, so that he can define identities between worlds), and mappings ob-
tain between individuals in worlds instantiating certain properties; but on the
other hand, given his reluctance to address transworld identity, we conclude
that he is not a typical realist about possible worlds.

Now Chalmers needs a way out. Is there a sort of realism that avoids the
problem of transworld identity? Kripke, it seems to us, is just this sort of realist.

That Kripke is some sort of realist when it comes to understanding our
modal discourse is easily verified. In explaining how it is he understands
"worlds talk", Kripke writes:

But I do not wish to leaveany exaggeratedimpression that I repudiate pos-
sible worlds altogether,or even that I regard them as a mere formal device.
My own use of them should have been extensiveenough to preclude any
misunderstandings. (1980:16)

Given that possible worlds are more than mere formalism for Kripke, it is clear
that he is not a modal nominalist. Kripke's brand of realism, to be sure, is the
most modest strain. He makes the distinction between his interpretation and
other modal realists in terms of an analogy to elementary probability. Given
two distinguishable dice A and B, each fair and six-sided, the probability of
throwing an eleven is easily computed. Eleven could turn up in exacdy two
ways: die A is 6 and B is 5, or A is 5 and die B is 6. Since each die has six sides,

P(11) = 2/36 = 1/18. In order to figure this and similar probabilities, we discuss
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identical to ours (in the qualitative sense, of course) but in which everyone
else lacks consciousness. Modulo our own private experiences, that could be
this world for all we know.3 Rather, he is asking each of us to imagine our
own zombie twin: someone qualitatively identical to ourselves, but who lacks
phenomenal experience (see, Chalmers 1996:95ff.). His anti-reductionist argu-
ment is not "imagine all the same B-facts, without the A-facts holding", as he in
places mistakenly poses it, but instead "imagine a possible world inhabited by
your zombie twin, identical to you with respect to physical facts but a zombie
nonetheless:' We can easily imagine such a world inhabited only by our "twins"
with varying degrees of similarity to ourselves without having phenomenal
experiences. Suppose your zombie twin had a world-contemporaneous non-
zombie twin. Which "twin" would Chalmers consider as counting for his
thought experiment? Chalmers is likely to reply that, by stipulation, the one
without phenomenal states is the one that matters. And this is precisely the
Kripkean line.

So, when we are imagining zombie twins, we are simply imagining coun-
terfactual situations about ourselves in which we do not have qualitative phe-
nomenal experiences. And, taking names and demonstratives to designate
rigidly, we then may conclude that the Kripkean view of stipulation is in-
deed correct for analyzing the Chalmerian supervenience relation in the case
of consciousness.

So now we have the most charitable read of Chalmers's position as relying
on Kripke's idea of stipulation, and thus at bottom his argument for the non-
supervenience of consciousness does not in fact rely on qualitative description
of worlds. Chalmers can resist this interpretation of his position only if he pro-
vides us with an alternative, and that would require providing us a solution to
the transworld identity problem.

3. Consciousness and conceptual truth

Now we are ready for the next difficulty. For Chalmers, the formalisms for
capturing modalities are logically dependent upon our modal-metaphysical in-
tuitions, and these, in turn, depend on what is conceivable.So, the step from
the conceivability of zombie twins to their logical possibility is crucial for
Chalmers. If he cannot tie these two together, then his thought experiments
(e.g., imagining a zombie twin world) are of no consequence to reductionistic
theories of mind.
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The traditional theory of meaning and reference, handed down since Frege,
holds that each concept, c, determines a function fc: W -+ R , from the set of
all worlds to the set of all referents, such that when applied to some world,
WE W,!c(w) yields an extension of the concept. The function itself is known
as the intension of the concept. Chalmers wants to use Kripke's insight here:

No single intension can do all the work that a meaning needs to do. The
picture developedby Kripkecomplicatesthings [for the traditional view]by
noting that referencein the actualworldand in counterfactualpossibleworlds
is determinedby quitedifferentmechanisms. (1996:56-57)

From here, Chalmers splits the class of intensions into disjoint subclasses: pri-
mary intensions and secondary intensions, which correspond to the two ways
in which reference is fixed. For the primary intension, we have reference as it
is fixed in the actual world, and for the secondary intension, we have refer-

ence as it is fixed in counterfactual situations, given that reference is already
fixed in the actual world. So the primary intension of "water" is "that clear,
potable stuff, coming out of taps and found in rivers and streams, etc:' (or
something similar, Chalmers uses "watery stuff" 1996:58ff.). The secondary
intension typically comes from science, for it depends on how things are in the
actual world. We investigate that clear potable stuff in this world and discover,
after some experimentation, that all analyzed instances of it coincide with in-
stances of the structure H20. So we conclude that water is H20. The secondary
intension, then, of water is H20.

Focusing on the primary intension, water (that clear, potable stuff) did
not have to be H20. That clear potable stuff could have been some other chem-
ical, XYZ, instead of H20, had the universe been structured differently (cf.,
Putnam 1975). On the other hand, given that the clear, potable stuff in the
actual world's lakes, oceans, and rivers, etc. is H20, "water" picks out H20 in
all possible worlds; there is no possible where water (H20) is XYZ - that is

incoherent (this is the Kripkean line). Here, it is the secondary intension of
"water" doing the referential work. Note, neither the primary intension, nor
the secondary intension is the meaning of a term (say, "water"). Which is the
meaning depends on context and what one is trying to accomplish.

Secondary intensions are intimately related to Kripke's necessary aposteri-
ori truths, and primary intensions cohere in the same way to a priori necessity.
Chalmers says: "Kripkean a posteriori necessity arises just when the secondary
intensions in a statement back a necessary proposition, but the primary inten-
sions do not" (1996: 64). So, since "water" could have picked out XYZhad the
actual world been different, "water is H20" is not necessary using the primary
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intension of "water", but given that the actual world turned out the way it did
"water is H20" is necessary using the secondary intension of "water." "Water
is that clear, potable stuff" is necessary when evaluated from the primary in-
tension. As Chalmers puts it, this is a "conceptual" connection. We can't know,
a priori, that water is H20, but we can know, a priori, that water is that clear,
potable stuff. These identities hold necessarily, for they turn on how our lan-
guage and how our concepts work, not on how the world is. As long as we speak
the same language, then the primary intension of "water" will be the same and
we can know the primary intension without investigating the world (much).
All we have to do is know the concepts (learning which, of course, requires
investigating the world, at least for humans).

So too for the concept of consciousness. Our primary intension of "con-
sciousness" picks out, refers to, our subjective experiences. Note, that for "con-
sciousness" (and maybe only for "consciousness") our primary and secondary
intensions coincide (1996: 133). In the actual world, consciousness just is phe-
nomenological experience, subjective experience. So, the primary intension
of "consciousness" is "phenomenological experience" (or "conscious experi-
ence"). (We might say that the primary intension for one's conscious experi-
ence is that it have a certain phenomenological feel.) However, this is just what
the secondary intension picks out, too. Given that "consciousness" picks out
conscious experience in the actual world, this what it picks out in all possi-

ble worlds. Contrast the case with water. For "water"'s prima~y intension, we
use our a priori concept of water: watery stuff - that clear, potable stuff. But

for the secondary intension, we use how the actual world turned out to pick
out water in counterfactual worlds. In the actual world, water turned out to

be H20. So the primary and secondary intensions pull apart. But this doesn't
happen with consciousness. A priori, consciousness is conscious experience.
But upon deeper analysis, this is what consciousness turns out to be, too. So in
counterfactual worlds, consciousness is also conscious experience. Hence the

secondary and primary intensions coincide.4
We note Chalmers's great faith in the a priori. His surety in the a pri-

ori stems largely from this distinction in intensions. And since his argument
against reductive/functional explanations of the phenomenal is made on a pri-
ori grounds, he is most concerned with primary intensions. The first thing he
must do is flesh out just how we are to make sense of, e.g., "watery stuff". This
is crucial. The primary intension of "water" is going to be something very close
to a definite description. The only codicil Chalmers makes is that we don't con-
fuse the description that is fleshing out the intension with the function itself.
This point about definition descriptions will be important in the next section.

With the apparatus of primary and second intensions in place, it is a
short step to two notions of possibility: I-possibility and 2-possibility, one
corresponding to each type of intension, respectively. Conceivability, then, is
also divided into two classes: I-conceivable situations and 2-conceivable situa-

tions. Since he is interested rejecting materialism on apriori grounds, he needs
to connect I-conceivability to I-possibility. A situation is I-conceivable on
Chalmers's view if it is conceivable according to the primary intensions of the
terms involved. And, if something is I-conceivable, it is I-logically possible.5

Now, finally, we are ready to argue that zombies are not possible. This
claim falls directly out of the Chalmerian picture of primary intensions, 1-
conceivability, and I-possibility. Here's how.

4. The impossibility of zombie twins

Remember that a possible world inhabited by your zombie twin is a counter-
factual situation about you - one in which you lack phenomenal experiences.

This seems readily conceivable to most people, especially philosophers. But
this initial intuition is not strong enough for Chalmers. He needs it to be
I-conceivable, and thus I-logically possible. So we must turn to the primary in-
tensions of the concepts involved in a situation in which we are not conscious.
In so doing, however, we find that our zombie twins are not I-logically possi-
ble. Note that because Chalmers prizes the epistemic asymmetry of conscious
phenomena, each of us will be describing a different (purportedly) I-possible
situation: Chalmers will be checking the I-possibility of a situation in which

C~almers is not conscious, Dietrich will be checking one in which he is not
conscious, and Hardcastle will be doing the same for herself, and so on. In each
of these situations there is an indexical concept: "Chalmers" in the situation he
is imagining, "Dietrich" and "Hardcastle" in their appropriate cases, etc.

From what we know about primary intensions it is unproblematic to say
that the primary intension of "Chalmers" is "chalmersy stuff", that of "Diet-
rich" is "dietrichy stuff" and similarly for "Hardcastle". But what is chalmersy
stuff, anyway? Saying "Chalmers is chalmersy stuff" does not provide enough
information about the primary intension of this concept to evaluate the possi-
bility of the situations at hand. In order to get the correct analysis we must turn
to something like definite descriptions, taking care not to confuse the descrip-
tion with the function itself. Notice that such descriptions are only relevant to
what the primary intension of "Chalmers" isfor Chalmers (and likewise for Di-
etrich, Hardcastle, and so on), because what we want to know is whether the
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subject can imagine a counterfactual situation about herself in which she does
not have conscious experience, while her psychological life remains unchanged.

Now, it is reasonable that whatever the description is that Chalmers uses
to flesh out the primary intension of "Chalmers" - i.e., to givesubstance to
"chalmersystuff" - it must have consciousness as a constituent member. Thus
he writes that, "our core epistemic situation already includes conscious expe-
rience" (I996: 195). But then we have that Chalmers's conscious experience is
part of the primary intension of "Chalmers", and the same for Dietrich and
Hardcastle, etc., at least as evaluated by each of them. And if that is the case,
then since all of this was to evaluate the logical possibility of counterfactual sit-
uations about ourselves, it follows that our zombie twins are not I-possible-
there is no possible world where you are a zombie. The primary intension for
each of us - i.e., for each of our self-concepts - includes consciousness,and this,
in turn, requires that we each be conscious in all possible worlds in which
we exist. Hence, although zombie twins appear to be readily conceivable (in
some sense), given Chalmers's analysis of primary intensions, they are in fact
not I-logically possible. So either the connection between conceivability and
possibility that Chalmers crucially needs is not a tight one at all, or the con-
nection is tight and (by modus tollens) zombie twins are not I-conceivable
(though we may think they are, in some other, possibly vague or loose sense of
"conceivable").

Note that even this much undermines Chalmers's reliance on conceivabil-

ity. For the first horn of the dilemma, conceivability simply does not imply
possibility, even restricting the situation to I-conceivability and I-possibility.
This means that, contra Chalmers, matters of what is or is not possible are not
accessible from the armchair. For the second horn, conceivability does imply

possibility, but we can't trust what we consider conceivable: though zombies
seem I-conceivable, they aren't, in fact. Matters of what is conceivable become
very slippery. Again, armchair metaphysics is called into question.6

A quick way to summarize our position is to consider again the synopsis
of Chalmers's argument presented in section 1 (and in Chalmers 1996:123).
Our claim is that the only case that is relevant to the truth of premises 1
and 2 is one's own case, and in that case, though you can know premise 1 is
true, you also know that premise 2 is false, given Chalmers's technical modal
machinery. For properly fleshed out, premise 2 requires the I-possibility of
zombie twins. And they aren't I-possible (it is very important to adhere to
the technical notions and technical vocabulary, here: the crucial notions are
I-possibility, I-conceivability, and primary intensions). In the only case that

matters, one's own case, premise 1 is true but premise 2 is false. Hence, the
argument is unsound.

Not only is the argument unsound, but the reasons for its unsoundness -
the I-impossbility of zombie twins - renders dualism likely false. Since we all
are restricted to using primary intensions, any conscious creature or entity
can only use itself in these modal deliberations. I am conscious. So, the pri-
mary intension of my self-concept includes my consciousness: I am essentially

(I-essentially) conscious. This generalizes: any conscious creature or entity is
restricted to using its own self as the relevant case, and from that personal,
idiosyncratic perspective, it is essentially conscious. Hence, there are no zom-
bie twins; they are I-impossible. This is sufficient to render any arguments for
dualism that rely on zombie intuitions false, for we know that at least con-
sciousness exists, i.e., in any world where you exist, at least your consciousness
exists; this is what our premise about consciousness being part of one's primary
intension (one's self-concept) amounts to.

Three objections to our argument need to be handled. First, one might
insist that we can in fact easily conceive (according to I-conceivability) zombie
twins of each other, and thus zombie twins are logically possible. A second
objection is to concede the impossibility of zombie twins, but maintain the 1-
possibility of zombies in general. Finally, one might object that the situation
calls not for the primary intension of, e.g., "Chalmers" but for that of "physical
Chalmers" - i.e., all the physical properties of Chalmers. None of these work.

That we can conceive of, e.g., Chalmers's zombie twin, and that he can
conceive of ours, is of no consequence. The most salient way to make this
point is to note that as far as each of us is concerned, we in fact do inhabit a
world in which everyone is a zombie - everyone except oneself, that is. Chang-

ing the problem of consciousness to the problem of other minds will not save
Chalmers's argument.

Nor will it do to concede the impossibility of each of us having a zom-
bie twin, and try instead to make the case from the possibility of zombies in
general. (For example, one might claim that all one needs to do is to imagine
brain processes occurring without consciousness occurring.) There is exactly
one case in which one can legitimately and non-question-beggingly imagine
a zombie: one's own case. Outside of that one case, intuitions are useless. If

forced to consider non-twin zombies, the materialist will simply retort: "Those
zombies are just not physically enough like us to have conscious experience;
they're not physically identical to us, and so of course it is possible that they
are not conscious. But what does that prove?" For Chalmers to pursue this line
of defense would require shifting the discussion away from physically identical
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creatures to physically similar creatures, and then the whole notion of logical
supervenience would need overhauling. You have to imagine your body and
brain processes occurring without your consciousness. This you can readily
do, no doubt; so can we; we freely admit it. But this as we argued is due, not
to the actual logical possibility of zombie twins, but rather to some interest-

ing facts about your (and our) concepts about consciousness and your (and
our) abilities to conceive of possibilities in general. So, if Chalmers's argument
can't work for zombie twins, then it can't work anywhere, for it loses all of its
intuitive force.

Finally, objecting that what needs evaluating is not the primary intension
of "Chalmers" but rather that of "the physical make-up of Chalmers" begs the

question against us. Since Chalmers is imagining a counterfactual situation in
which he has no phenomenal experiences, saying that he needs only to imagine

the physical respects of Chalmers already assumes that he can truly separate
the physical from the phenomenal.7 Put in his technical vocabulary, Chalmers
is likely to respond that all he need consider is the primary intension of his
physical duplicate. But again, this is question-begging, for conceiving (in some
sense, but not I-conceiving) of one's mere physical duplicate already assumes
that consciousness does not logically supervene on the physical.

But what if someone insisted that she could imagine her brain processes

occurring without her consciousness occurring, and that this was sufficient to
get the Chalmerian argument against materialism started? She .can just "see"
that her consciousness and her brain processes logically pull apart. This move
is consistent with the restriction that Chalmers's anti-materialist argument

use zombie twins. And one can set up this objection so that it is consistent
with our conclusion that zombies twins are not possible. There is no possible

world where you are a zombie (for, evaluated in terms of I-conceivability and
I-possibility, you essentially have the property of consciousness). But perhaps
there could be a world where your brain processes do not result in your con-
sciousness. In this case, we are not imagining that we have zombie twins (which
we do not have), but rather that our brain processes have zombie analogues.

This move is still question-begging because it assumes the very separation be-
tween consciousness and brain processes that it tries to prove. Furthermore, we

have argued that it simply isn't I-conceivable that one's brain processes could
occur without one's consciousness thereby occurring, and it isn't I-possible

that such a thing could occur.
We admit, as in the zombie twin case, that we can readily imagine our

brain processes occurring without our consciousness occurring, but is this
kind of imagining the same as I-conceivability? Not according to our analy-

sis above, but in all honesty, we don't really know. For one thing, we aren't sure
I-conceivability is a true psychological kind. The definition of I-conceivability
depends crucially on the notion of primary intension. The definition of pri-
mary intension depends on how reference is fixed. But there are no well-
accepted theories of reference; cognitive scientists and philosophers aren't sure
how reference works. One specific problem here is this: reference clearly in-
volves concepts and categorization and there are no robust, well-accepted
theories of concepts.

Another closely related problem is that there may be many kinds and
grades of conceivability beyond just 1- and 2-conceivability. Again, without
a theory of concepts and conceivability, it is hard to say, one way or the other.
Though psychologists know quite a bit of experimental detail about concepts
and how they are formed, a theory making sense of all of this detail is still a
long way off. Therefore, putting so much trust in concepts and conceivability
at this stage is premature. Lastly, it might be that our imaginations are con-
ceiving the well-known epistemic gap between consciousness and the physical
world of our brain processes and invalidly deriving a metaphysical gap from
that.8 So, while we aren't completely confident that dualism is false, at a mini-
mum, we can say it certainly seems that we don't have zombie twins, and there
seems to be no non-question-begging way of focusing on our bodies alone sans
their consciousnesses.

We are back to the dilemma raised earlier: for the case of consciousness,

what is conceivable (I-conceivable) is not a reliable guide to what is possi-
ble (I-possible); or zombie twins are not I-conceivable contra intuition. We
are impressed that picking between these two is difficult. This suggests that
when it comes to consciousness, our modal intuitions should not be trusted.

When intuitions are untrustworthy it is often because we cannot get clear on
the necessary details. Hence, when we are imagining zombie twins we must be
imagining vaguely somehow or in some other way.9

5. Conclusion

There is nothing obviously wrong with this argument. It certainly seems correct
to us, at least in so far as we can bring ourselves to trust our modal intuitions.
Yet, this argument does nothing to defang or even mitigate our Cartesian and
zombie intuitions. These are as strong as ever in us. And in our reade~,
no doubt.
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Notes

Chapter1

1. Of course you might misinterpret or mislabel certain complex conscious states, e.g., you
might confuse infatuation for love or fear for hatred, but you are still experiencing. More
simple experiences, like seeing color, are veridical: it is unlikelyyou aren't experiencing see-
ing red when you seem to be seeing red. There might be nothing red in your field of view,
but that doesn't mean you aren't seeing red.

2. Wesayour catalog isgood because weare able to achieveso much with it, such as building
airplanes, the Sears Tower,the Internet, and treating leukemia and diabetes. In addition we
are often able to seewhat sort of knowledge holes we have and why we have them. Wecan't
cure AIDS, but we have a good idea why this is the case, and indeed what, in general, it
would take to remedy this problem.

3. Disputes and debates in consciousness research frequently trip over the fact that re-
searchers only have, at best, necessary conditions. Researchers often use the fact that pro-
posed analyses are necessarybut not sufficient to argue against their competitors' preferred
approach without recognizing that they are following the same strategy (see, e.g., Taylor
1998, 2001). So, there's a positive methodological consequence to recognizing that con-
sciousness researchers only have, at best, necessary conditions: namely, pointless disputes
can now be avoided.

4. In fact, mention consciousness or the problem of consciousness to almost any cognitive
psychologist and you will frequently get an abrupt change of topic.

5. This term originally came from Flanagan (1992), but has since moved into common
usage. Even Time magazine has used the word.

6. It is somewhat hard to find avowed mysterians out there (though some postmodernists
seem to fill the bill, but this might be because they regard all science as impossible). This is
mostly due to the fact that the very distinction we want to draw is not being drawn. There
are many who regard consciousnessas foreverbeyond human understanding, as forever un-
explainable; Colin McGinn and Jerry Fodor are just two famous examples (e.g., 1999, 1994).
But it is not clearwhich subset of researchers go on to conclude that a science of conscious-
ness is impossible. Arguably, at least some of them do (Fodor, for example). But whether
there might be a nonexplanatory sciencehas never been considered by them, so if given this
out, some might opt for it. Wewill be arguing that this option is the best available.On the
other hand, naturalists are everywhere. ChurcWand is a good, indeed, classicexample(see,
e.g., 1989). Churchland assumes that the only kind of good science is reductive science. So
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he argues that there will be a future, new science of consciousness (and its fundamental con-

ceptual changes) and it will allow us to deeply understand and explain how seeing red is such
and such a brain state (perhaps described using some new and powerful neural vocabulary).
He has missed the distinction we are after: a science needn't reductively, and certainly not

satisfyingly, explain a phenomenon to theorize about it.

7. Dietrich has since modified his position.

physical. Oddly enough, Chalmers himself shows how this might be true in Chapter 8 of
his (1996) book. There he develops a sort of dual-aspect theory using information as the
fundamental constituent of the universe, where information has both a physical and a phe-
nomenal aspect. In this case, it is quite natural (or at least, possible) to see the phenomenal
aspect as logicallytied to the physical aspect: dualism is still true, but there are no zombie
twins. Chalmers would probably insist on callingkind two naturalsupervenience(1996:36).
He would say that there is no reason to conclude that logical supervenience is at work if
one cannot cash out the supervenience relation conceptually. But this assumes a tight rela-
tion between the possible and the conceptual. One can reasonably deny that: one can, for
example, insist that the Cartesian and zombie intuitions are persistent illusions. Doing this
opens up the possibility that zombie twins are impossible but nevertheless conceivable -
perhaps even necessarilyconceivable(any conscious creature of sufficient intelligence is go-
ing to have the intuition that zombies are possible, even though they aren't). Finally, our
argument doesn't show that dualism is falsebecause given that dualists aren't convinced by
it, all it might really show is that one's modal intuitions are easily muddled. In that case,
arguments for or against zombie twins are not to be trusted. Wethink this possibility is very
likely:see the Appendix.

5. We are assuming for simplicity that there is a unitary neural correlate of consciousness.
But there may not be a single NCC, there may be many, because there may be many con-
sciousnesses in a single human (see, e.g., S. Zeki 2003). If this were correct, however, this
wouldn't affectour argument since, for our purposes, we could draft all the relevant NCCs
into one large NCe.

6. We deliberately use the verb "see" here because the best way to relegate the zombie and
Cartesian intuitions to persistent illusion status is to counteract them with more compelling
perceptualinformation.

7. Some cognitive scientists who see all of perception as involving at least some inference
claim that this objection actually shows that we can see the supervenience relation directly,
in the only sense possible, for on their view, perception is never really "direct", but always
proceeds via inference: "direct" then means something like "immediate inference."But there
is clearlyan important distinction between, e.g., seeing a car move and seeing its drive train
rotate and concluding that the latter causes the former: the seeings are different from the
inferring. Sowe will continue to draw the distinction between directly seeing and inferring.

Chapter 2

1. WerecommendseeingtheoriginalMatrix.It'sas goodan intuitionpumpfor theCarte-
sian intuition as there currently is.

2. Both intuitions also can be couched in terms of twins, zombie twins in one case and
Cartesian twins in the other. Your zombie twin is you in a possible world where you have
no phenomenal states (but see the Appendix). A Cartesian twin is you in a radically differ-
ent possible world who nevertheless has your same experiences. For example, in that other
world, the sky really is yellow (the actual you would see it as yellow), but your twin sees it
as blue - the very blue you see in this world. Your Cartesian twin is your twin in virtue of
having your experiences.Your zombie twin is your twin in virtue of being made of the same
physical stuff as you.

3. Twoseparate processes result in mountain building: folding and faulting. But geological,
reductive explanations require distinguishing between the two as types. Bat wings and bird
wings both enable flight. Here reductive explanation seems to be handled by one thing: lift.
But bats flydifferently than birds. If one wants to explain why bats flutter so much, one will
have to invokethe detailed differencesbetween bat wings and bird wings as types. Chalmers
discusses this issue (1996:48). We disagree with him that supervenience can be made suf-
ficient for reductive explanation by distinguishing between illuminating explanations and
mystery-removing ones.

4. The argument in the appendix against zombie twins does not show that dualism is false-
it merely shows is that there are no zombie twins. To get from this to the falsityof dualism,
one would need this premise: "If dualism is true, then zombie twins are logically possi-
ble:' But this premise could be false. For example, the putative existenceof zombie twins is
supposed to show that consciousness doesn't logicallysupervene on the physical. But there
could be different epistemic kinds of logical supervenience. Kind one is accessed conceptu-
ally, and kind two is accessed only evidentially or abductively.The first kind is the typical
kind: most philosophers who use the tool of logical supervenience assume that to say that
A logicallysupervenes on B is to saythat there is conceptual relation between Band A. Also
typically, such philosophers see a tight connection between the possible and the conceiv-
able. But A could logicallysupervene on B even though we can't conceiveof how that could
be the case. We might be led to conclude such supervenience exists because it is the best
explanation available. In this case, there would no tight connection between the possible
and the conceivable.Kind two is compatible with a very robust sort of dualism. Conscious-
ness might really be a nonphysical property that nevertheless logically supervenes on the

Chapter 3

1. For a dissenting opinion on the issue of logical inference and conceptual analysis in re-
ductive explanation, especiallyas it applies to consciousness, seeBlockand Stalnaker (1999).
Chalmers and Jackson (2001), is a response to the Blockand Stalnaker paper, but Chalmers
and Jackson focus mainly on the issue of whether or not the relevant logical inferences are
apriori. Chalmers's and Jackson'sview is similar to ours: reductive explanation does require
logical entailment. We should mention that there are scientistswho are confused about this
matter, especiallyin psychology.It is not uncommon to hear psychologists- even compu-
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tationalists - saythat fixingthe lowlevelcomputationalstatesofbrainsisnot sufficientto
fix the high-level cognitive states. Sometimes this is because they confuse the notion of im-
plementation with inference. But most often, it is because psychologistsmisunderstand the
natureoflogicalsupervenienceand the inferentialroleofconceptsin it. .

2. Fodor, the Don Quixote of cognitive science, has argued against this extremely plausi-
ble orthodoxy; he thinks concepts are not used for categorization and recognition. Seehis
(1998a:Chapter 4; and 1998b). For a response, see Dietrich (2001) and Giesyand Dietrich
(2001).

3. The metaphoricalness of these phrases is probably an artifact of the imprecise language
we have to use to describe what is going on in our heads as we adopt various points of
view.The reason our language is imprecise in this area is that its perceptual component and
its structure were designed for external use, primarily. We see a mountain from its eastern
flank. We hike around to the north and see the same mountain from that direction, gazing
at its north face.These are paradigmatic cases of changing points of view:we literally move
the perspective from which weview the mountain by moving our bodyand hence our eyes.
Human languages have mechanisms that are very good at describing cases like these. If, as
seems likely,we pressed such mechanisms and such language use into servicefor describing
our mental "perambulations" then it is no accident that terms for describing an external
world are found metaphorically describing an internal one. For some interesting theoreti-
cal discussion on this, see Deacon (1997). McGinn (1993), also has a nice analysis of this
phenomenon.

4. On Nagel's view,it is possible that one subjectivepoint of view could be more objective
than another. On our view this is impossible. This suggestsanother argument for our view
of points of view: it is ontologically less profligate than Nagel's. It is cleaner to posit two
completely distinct points of view, and then to say that one of them - the .objectiveone -
has different width scopes. However, arguments that claim "we're more ontologically tidy"
are often not persuasive, so we reallybase our position on what we seeas its greater intuitive
plausibility.

5. There is a lot of work to do on how this objectification/reification takes place. One partic-
ularly interesting idea is the notion of psychologicalessentialism.This is a hypothesized, but
stillpoorly understood, psychologicalmechanism whereby ephemeral sense impressions are
given rigidity and substance. It is thought that psychologicalessentialismmight explain why
we think that concepts have necessaryand sufficientconditions for their application (or that
objects have necessaryand sufficientconditions defining them) even though they don't. The
seminal work on this was done by Medin and Ortony. See their (1989). See also Murphy
(2002).

6. Wehave not come closeto giving the last word on the nature of subjective and objective
points of view.This fascinating topic is deep and rich, and deserves its own monograph. Of
course, we strongly recommend Nagel'sworks on the topic.

7. Nageldoesn't explicitlyrelate concepts to points of viewin either his (1979) or his (1986),
nor does he explicate the relation between beliefsand points of view.But Chalmers does. See
his (2003).

8. This attending is a shiftin point of view - a matter we will take up in detail in Chapter 6.

9. There are probably many different kinds of phenomenal concepts one can entertain if
one is being appeared to red-squarely (to use a locution made famous by Wilfred Sellars).
SeeChalmers (2003), for a discussion of some of the more important of these.

10. There are deep issues about the relation between concepts and points of view that we
are going to have to forgo. The question is: can different points of view attach to the same
concept, or are points of view tied so intimately to concepts that concepts are pardy indi-
viduated by their points of view and hence changing points of view is changing concepts?
The first is the position that points of view can be bound to concepts like values can be
bound to variables. In X + Y = 7, X and Y can take on different values but the variables X
and Y remain the same. Do concepts and points of view behave like that? Or is a point of
view part of what makes a givenconcept the concept that it is; do concepts have their points
of view essentially?At this stage of consciousness research and givenwhat cognitivescience
currently knows about concepts there can be no definitiveanswer.There is no settled, defini-
tive theory of concepts that explains what makes a concept the concept that is (see Murphy
2002), let alone, how concepts and points of view are related - indeed, it is hard to find any

psychologicalwork on both points of view and concepts.

11. SeeChapter 8 of his 1996(a very interesting chapter). There, he considers a dual-aspect
theory of consciousnessbased on information, where information has both a physicaland a
phenomen aspect.

12. The supervenience inference is blocked in the scientific dualism case for reasons that
we discussed in this chapter, assuming you could get your hands on the relevant objective
concepts. But that seems unlikely.We can't get any empirical data confirming that matter
or information has a special,proto-phenomenal property. The argument for such a state of
affairshas to be completelyapriori and metaphysical.Suchargumentsare too speculative
to give us a robust, objective concept. Hence, such arguments are too weak to support a
scientific,yet dualistic, explanation of consciousness.

Chapter 4

1. Jackson (1982) sees quite a difference between his argument and Nagel's. In particular,
Jackson thinks his own argument but not Nagel's causes problems for physicalism.We will
not be concerned with either Nagelian or Jacksonian exegesis.We are interested in using
their arguments to undermine faith in an eventual, useful scienceof consciousness.

2. We are using Nagel's and Jackson's arguments to make the case that a science of con-
sciousness is not in the offing. We are not saying they are mysterians. For example, Nagel,
at the end of his (1974), suggests that some sort of "objective phenomenology" might be
created or developed. If this were possible, then perhaps a science could be developed using
that. See,also,Nagel's (1998,2002). But in truth, it ishard to tellwhat Nagel'sposition on the
possibility of a science of consciousness is. However,Jackson may really be a mysterian. In
his (1982), he argues for epiphenomenalism. This is, on some construals, arguably an anti-
science-of-consciousness position because of its implication that consciousness is a causal
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Chapter 5

kinds of viewpoint change, namely, between subjective and objective viewpoints, he gets a
subject having those points of view for free. But this would be to misunderstand our third
necessary condition. We are saying that changing points of view simpliciterrequires a sub-
ject. This is both more general than Nagel'sversion (allviewpoint changerequires a subject),
and more specific,since it isthe maintenance of continuity through change that requires the
subject.

4. Compare Chalmers (1996:196£f.).

5. If we assume that one is conscious of the viewpoint change itself (say, after having it
pointed out by Nagel) then werequire that one be conscious of a maintained referent; that is,
one referent, from different points of view,existsin consciousness.One needn't be conscious
that the referent is being maintained. That is, one needn't be conscious that the referent
doesn't change. It is sufficient that there is one maintained referent in consciousness. Of
course, this doesn't entail that out in the world, there is only one referent. A maintained
referent is a mental object, the proximate, mental side of a reference-fixing mechanism; a
referent in the world need not be. Being conscious of a maintained referent might be (part
of) what explains the fact that we are conscious of ourselvesas selves.Necessarycondition
3), above, guarantees that there is a subject who is the locus of changes of points of view.
But once consciousness is added in, that might be sufficient for guaranteeing that the self in
question is a conscious self.For, if you are conscious of your changing points of view then it
might be that you are thereby conscious of being a selfwhose points of view are changing.
Fortunately, we don't need to decide this difficult issue here.

6. We aren't saying no branch of philosophy makes progress. Certain aspects of political
philosophy and feminist philosophy of science seem to have enhanced our understanding
of the world, as have branches of the philosophy of mind concerned with cognition and
representation.

7. We don't want to get sidetracked into aesthetics, but we do want to point out that it
does not followfrom our view that humans cannot judge one work of art to be better than
another. Nor does it follow from our claims that one work of art cannot be better than

another. Works of art can and do vary in their ability to accomplish their goals, which pre-
sumably is to affecthumans emotionally and intellectuallyin one wayor another. Art doesn't
make progress, but within any given milieu and genre, the success of various works can be
compared.

8. SeeNagel (1979, 1986).

dead-end - as far as anyone knows, there are no causal dead ends postulated anywhere else
in the natural world.

3. Wehave alreadyshown in Part I that an explanatory scienceof consciousnessis not in the
cards. So when mysterians say there won't be one, they're right. But mysterians are claim-
ing that there will no science of consciousness of any stripe. Sinceall their arguments focus
on the existence of an unbridgeable explanatory gap, it is therefore open to us to claim
that these mysterian arguments commit the fallacy of non sequitur by concluding that no
science is possible from the fact that no explanatory science is possible. But claims that im-
portant arguments commit a fallacyaren't very illuminating. An in-depth analysisof Nagel's
and Jackson'sposition and related mysterian arguments is what is needed to lay to rest any
plausibility for the mysterian view.

4. We relish the irony. We are trying to make it intuitively plausible that a science of con-
sciousness will come along that is not intuitively plausible.

5. Compare Chalmers (1996:Chapter 6). There he developsthe rudiments of a nonreductive
theory of consciousnessby focusing on the coherence between consciousness and cognition,
which is similar to our experience and description.

1. For a good, extended analysis of the neural correlates of consciousness and the state of
play in locating them (as well as an example of the kind of science we are advocating), see
Koch (2004).

2. This section draws on Flohr (1992, 1995a, 1995b)and Flohr et al. (1998).

3. Wetake this term from Wilson (1999).

4. Indeed, we take this last point to give us one good reason to be anti-realists (of a sort)
about consciousness studies. Nothing about our theories is going to tell us whether materi-
alism or dualism is true; hence, we should stop seeking to answer that question and instead
focus on what we can do. What we can do is develop a science of consciousness that ignores
those metaphysical issues.

Chapter 6

1. Of course, the fight continues. See for example, Daniel Wegner's account of conscious
will as an illusion, in his book The Illusion of Conscious Will (2002). A feeling of ennui sets

in. Sisyphus smiles. He has company.

2. The belief need not be conscious. But it has to be possible to bring it to consciousness.

3. Nagel, of course considers the self in his works on the subjective and objective. But he
focuses on the philosophical problem of the self as one's perspective shifts from subjective

to objective. See his (1979,1986). One mighttryto argue that since Nagel focuses on specific

Appendix

1. Much of the argument in this and the next three sections was developed by Anthony
Gillies,see Dietrich and Gillies(2001).

2. Actually,as Chalmers notes, this can't be the whole story, for it is possible that there is
a universe physicallyidentical to ours, but which also contains additional nonphysical stuff
not present in our own world - angels, ectoplasm, ghosts, and the like. If these angels follow

biological laws,say,and differentiallyreproduce and evolve,then biology might not logically
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supervene on the physical. But, as Chalmers says,"we certainly want to say that biological
properties are [logically]supervenient on physicalproperties, at least in this world... Intu-
itively,it seems undesirable for the mere logicalpossibilityof the angel world to stand in the
way of the determination of biological properties by physical properties in our own world"
(1996:39). He concludes that we need to restrict our notion oflogical supervenience a wee
bit. He offers two restrictions. First, we should make supervenience into a thesis about our
universe (or more generally,about particular universes). So A-facts logicallysupervene on
B-facts if in any possible world with B-facts, at least the A-factswill be true. Any additional,
extra A-facts (the existenceof angels,say) will not count against the supervenience relation.
Second, because this restriction doesn't help with the supervenience of certain general facts
in our world - that there is no such thing as ectoplasm, for example - Chalmers disallows
negative claims (this would also include universal statements such as allkangaroos are mam-
mals). "Supervenience theses should apply only to positive facts and properties, those that
cannot be negated simply by enlarging a world" (1996:40).

3. Some have balked at this move. They claim that it is an instance of the problem of other
minds and that this problem is solved, or at least not a serious problem. Again, however, if
the problem were solved or widely regarded as not serious, there would be near unanimity
about this, as in mathematics or science. But there is not. It is not crazy,nor even radical,
to claim that the problem of other minds has not been solved, nor is it crazy to regard it
as a serious difficulty.Of course, in our daily lives,we like everyone else, find it impossible
to sustain worries that others have phenomenal states, but ordinary lives are not the stuff
of philosophy; seeking deeper "truths" is. And the deep truth here is that, for all we really
know, where "really know" means being philosophically certain, all others but ourselvesare
zombies. Indeed, this understates the case. Properly stated, the claim is that for all I know
(where "I" can function like a variable for whoever reads this sentence), everyone but me
is a zombie. Is our definition of "reallyknow" too strong? That is just the ptoblem of other
minds all over again. Within some parts of philosophy, the answer seemsto be "No." But in
day-to-day life, the answer is clearly"Yes."Indeed, even wondering whether this day-to-day
answer is relevant to the former, philosophical answer, is an aspect of the problem of other
minds.

+ One might think that, upon analysis, it could turn out that consciousness is such and
such a brain process. Neither we nor Chalmers are begging any questions here. If it should
turn our that consciousness is some brain process, then this would not be the secondary
intension of consciousness, for we can only pick out consciousness via first-person access.
And given this kind of access,the primary and secondary intensions coincide.

5. Chalmers's definition for a conceivable sentence is one that is true at all conceivable
worlds. If he means this as it is written, it has the consequence that all contingently true
sentences are inconceivable!For the sake of charitability, we will regard 'I-conceivability' as
conceivability under the primary intensions of the terms involved, leaving 'conceivable' in
its standard, intuitive sense.

6. Levine's (1993) paper also questions armchair metaphysics. Nagel, too, arguably also
questions armchair metaphysics. He says "Perhaps there could not actually be such robots
[which behaved like people though they experienced nothing]. Perhaps anything complex
enough to behave like a person would have experience. But that, if true, is a fact which can-

not be discovered merely by analyzing the concept of experience" (1974:2f.). It is somewhat

plausible that by "actually," Nagel is not referring only to the actual world. Still, it does seem
as ifhe has run actuality and possibility together. Nevertheless, the sentiment is clear: mere

conceptual analysis is not up to the job of settling these complex questions involving whether
or not the phenomenal and the physical realm can pull apart.

7. In Chapter 3 of this 1996 book, Chalmers says "So let us consider my zombie twin. This

creature is molecule for molecule identical to me, and identical in all the low-level properties
postulated by a completed physics, but he lacks conscious experience entirely" (p. 94) (our

emphasis). It is clear that, in conceiving of his zombie twin, Chalmers has already sundered
the physical from the phenomenal. Deriving dualism, then, is straightforward.

8. Of course, Chalmers doesn't think this inference is invalid. See Chalmers and Jackson
(2001). But see Balog (1999).

9. Further problems with these modal, wmbie intuitions can be seen by considering the
problem that for Chalmers phenomenal judgments about consciousness don't require con-
sciousness. Consciousness is irrelevant to judgments about consciousness. This is because
judgments about consciousness are strictly psychologicalphenomena. Hence, our "zombie
twins" will make such judgments; in particular, they will judge that they are conscious. This
is deeply troubling, for, according to dualists, the zombies aren't conscious.
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