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ABSTRACT

In this paper, we use local maximum likelihood (LML) method to estimate stochastic frontier models. This method permits us to remove many of the standard deficiencies of econometric SF models. In particular, we relax the assumption that all firms share the same production technology and provide completely firm-specific parameter estimates and inefficiency measures. We also introduce non-parametric heteroscedasticity in both the noise and inefficiency components, allow for non-parametric inefficiency effects. A cost frontier is estimated for a sample of 3691 U.S. commercial banks for the year 2000 to illustrate the new technique.
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1. Introduction
Since the publication of the seminal papers by Aigner et al. (1977) and Meeusen and van den Broeck (1977), econometric estimation of stochastic frontier (SF) models became a standard practice in efficiency measurement studies. Although SF models can be estimated either by sampling theory or Bayesian techniques, efficiency measurement in these models rely heavily on the choice of functional forms, distributional assumptions, fixity of parameters of the underlying production technology, and so on. Some of these are strong assumptions and, in practice, one is always subject to the criticism that empirical results depend on these assumptions. For example, in a recent survey Yatchew (1998) argues that economic theory rarely, if ever, specifies precise functional forms for production or cost functions. Consequently, its implications are not, strictly speaking, testable when arbitrary parametric functional forms are specified. To the extent that the production or cost functions are misspecified, it is possible that a true theory can be rejected, and estimates of efficiency will be biased.

An alternative to the SF approach is the deterministic non-parametric approach, viz., the Data Envelopment Analysis (DEA) popularized by Charnes et al. (1978). While the SF models assume specific functional forms for the production or cost frontiers, and adopt strong distributional assumptions on the noise and inefficiency components, the DEA models do not make such assumptions. However, it cannot separate ‘genuine inefficiency’ from ‘noise’. Since the statistical theory is well developed for SF models, one can make statistical inferences about parameters and functions of interest, based on estimated parameters and data, including inefficiency. For DEA models the statistical theory is not well developed (although some progress have been made in terms of bootstrapping (see, for example, Simar and Wilson (2000)), as a result of which most applied researchers are unable to make statements regarding the statistical properties of the estimated functions such as input elasticities, scale economies, efficiency, etc.

Park, Sickles, and Simar (1998) have considered semi-parametric efficient estimation of SF panel models under alternative assumptions on the joint distribution of random firm effects, and the regressors. This approach is certainly useful, provided there is no uncertainty about linearity of the model. More recently, Cazals et al. (2002) have proposed a non-parametric estimator based on the FDH concept. The new estimator is more robust relative to DEA but it
will not envelope all the data. This is, essentially, a stochastic DEA estimator for which the authors provide an asymptotic theory (Simar and Wilson (2000)).

Our purpose in this paper is not to improve on estimating techniques for linear stochastic frontier models as in Park et al. (1998) but to propose efficient estimating techniques for non-parametric stochastic frontier models with arbitrary heteroscedasticity, and arbitrary dependence of efficiency on covariates. We use the local maximum likelihood (LML) method, which is a non-parametric technique in the sense that it makes the parameters of a given parametric model dependent on the covariates via a process of localization. For example, if $\beta$ is a non-parametric function $\beta(x_i)$, the familiar linear model $y_i = x_i'\beta + u_i$ becomes effectively a non-parametric model.

We take advantage of the LML methodology in estimating SF models in such a way that many of the limitations of the SF models originally proposed by Aigner et al. (1977), Meeusen and van den Broeck (1977), and their extensions in the last two and a half decades are relaxed. First, we relax the functional form assumption. By making the parameters of the underlying production technology functions of data, we make the technology completely flexible. Second, we introduce non-parametric heteroscedasticity in the one-sided inefficiency component as well as in the noise component, instead of assuming specific functional forms for heteroscedasticity. Third, we allow for unspecified, non-parametric dependence of inefficiency (both the mean and the variance) on a vector of exogenous variables. By doing so the propose method is able to provide completely non-parametric inefficiency estimates. This is because the observation-specific estimates of inefficiency depend neither on the assumption that all firms share a global technology nor on the assumption that the inefficiency distribution is the same for all producers. Thus, the main contribution of this paper is in the estimation of SF models free from many (if not all) of the restrictive assumptions that are currently used. The removal of all these deficiencies turns SF models into non-parametric models comparable to the DEA. Moreover, we can apply standard econometric tools to perform estimation and draw inferences.

The remainder of the paper is organized as follows. Local estimation is reviewed in section 2. Local ML estimation of SF models is presented in section 3. Some computational and practical issues are discussed in section 4. In section 5 we illustrate the LML technique by
estimating cost frontiers using a sample of U.S. commercial banks. The paper concludes with a summary of the main findings in section 6.

2. Local estimation

Suppose the model is \( y_i = f(x_i) + e_i \) where \( f \) is an unknown function to be estimated non-parametrically, and \( x_i \) is a scalar explanatory variable. The Nadaraya-Watson estimator of the unknown function (Pagan and Ullah (1999), pp. 79-83) minimizes the criterion

\[
\sum_{i=1}^{n} (y_i - m(\mathbf{X}))^2 \kappa_h(x_i - x)
\]

with respect to \( m \), and provides the solution \( \hat{m}(x) = \sum_{i=1}^{n} \frac{\kappa_i y_i}{\sum_{i=1}^{n} \kappa_i} \) where \( \kappa_i = \kappa_h(x_i - x) \). This estimator fits a constant to the data and performs weighted LS to estimate this constant. The weights depend on \( x \), and the model is effectively non-parametric. Alternatively, instead of fitting a constant one can fit a linear model in which case the relevant criterion to minimize would be

\[
\sum_{i=1}^{n} (y_i - \alpha - \beta x_i)^2 \kappa_h(x_i - x)
\]

The resulting estimates \( \hat{\alpha}(x) \) and \( \hat{\beta}(x) \) depend on \( x \) and are also non-parametric and can be computed using weighted LS across a number of \( x \) points.

Fan (1992, 1993), Fan and Gijbels (1992) and Ruppert and Wand (1994) have extensively investigated the local linear estimator. Gozalo and Linton (2000) provided a generalization of the local linear estimator based on an anchoring model \( f(x; \theta) \). Their local nonlinear least squares estimator estimates \( \theta \) locally by minimizing the criterion function

\[
\sum_{i=1}^{n} (y_i - f(x_i; \theta))^2 \kappa_h(x_i - x)
\]

They showed that the asymptotic variance and the asymptotic bias of \( f(x; \tilde{\theta}) \) do not depend on the particular kernel, and anchoring models that are globally closer to the true non-parametric model (i.e., the distance between \( f(x; \theta) \) and the true model \( f(x) \) is small for all \( x \)) endow the local estimator with better bias performance. There are, however, many ways to combine parametric and non-parametric information (see, for example, Pagan and Ullah (1999, pp. 106-108)) but local estimation seems particularly well suited for econometric applications. One usually has a good idea what the model should
be (for example, a Cobb-Douglas or translog production function) but we cannot claim that this is exactly an appropriate functional form globally. By localizing the parameters of these models it is possible to construct non-parametric estimators of the unknown functional form.

It is not possible to apply directly the local NLS algorithm of Gozalo and Linton (2000) in the case of stochastic frontiers. This is because the distribution of the dependent variable conditional on the parameters and the covariates does not admit a factorization that reduces the model to a specification that can be estimated by local NLS method. As a result of this we consider a LML approach.

To fix ideas, suppose we have a parametric model that specifies the density of an observed dependent variable \( y_i \) conditional on a vector of observable covariates \( x_i \in \mathbb{R}^k \), a vector of unknown parameters \( \theta \in \Theta \subseteq \mathbb{R}^m \), and let the density be \( l(y_i; x_i, \theta) \). The parametric ML estimator is given by

\[
\hat{\theta} = \arg \max_{\theta \in \Theta} \sum_{i=1}^n \ln l(y_i; x_i, \theta)
\]

The problem with the parametric ML estimator is that it relies heavily on the parametric model that can be incorrect if there is uncertainty regarding the functional form of the model, the density, etc. The LML estimation technique is a way to allow for nonparametric effects within the parametric model. A natural way to convert the parametric model to a nonparametric one is to make the parameter \( \theta \) function of the covariates \( x_i \). Within LML this is accomplished as follows. For an arbitrary \( x \in \mathbb{R}^k \), the LML estimator solves the problem

\[
\tilde{\theta}(x) = \arg \max_{\theta \in \Theta} \sum_{i=1}^n \ln l(y_i; x_i, \theta) K^\ast_H(x_i - x)
\]

where \( K^\ast_H \) is a kernel that depends on a matrix bandwidth \( H \). The idea behind LML is to choose an anchoring parametric model and maximize a weighted log-likelihood function that places more weight to observations near \( x \) rather than weight each observation equally, as

\footnote{See Hastie and Loader (1993) for a review.}
the parametric ML estimator would do. By solving the LML problem for several points \( x \in X \), we can construct the function \( \tilde{\theta}(x) \) that is an estimator for \( \theta(x) \), and effectively we have a fully general way to convert the parametric model to a non-parametric approximation to the unknown model.

LML estimation has been proposed by Tibshirani (1984) and has been applied by Gozalo and Linton (2000) in the context of non-parametric estimation of discrete response models, using the probit as an anchoring model (see also, Pagan and Ullah (1999, p. 286)). Their estimator effectively removes the assumption of a particular distributional form. LML estimation is a natural extension of local linear estimation (Pagan and Ullah (1999, pp. 93-106)).

Properties of the LML estimator are analogous to the properties of local nonlinear least squares (Gozalo and Linton, 2000) or the local likelihood estimator of a density (Chapter 2 in Pagan and Ullah, 1999). Furthermore, standard normal asymptotics apply to the functional fits. More specifically, the asymptotic variance of the estimated function \( \tilde{f}(x;\tilde{\theta}(x)) \) is independent of the anchoring parametric model, so it should be the same as the variance of the Nadaraya-Watson and local linear estimators. Naturally, the asymptotic variance depends on the bandwidth parameter \( h \). However, it does not depend on the joint distribution of regressors so it is design-adaptive. The behavior of the bias depends on the distance of the anchoring model \( f(x;\theta) \) from the nonparametric model, \( f(x) \). For example, if the true function is close to a functional form \( g(x) \), local estimation anchoring on \( g(x) \) will have better bias performance relative to the linear form for example. An important property is that if the anchoring model is approximately true (for some parameter value and for every \( x \) ) then there is no upper bound on bandwidth parameter and, therefore, one could choose higher bandwidth values to get faster converge to the asymptotic distribution. Gozalo and Linton (2000) illustrate these properties nicely in the context of local likelihood analysis with an anchoring probit model.\(^2\)

\(^2\) Hall and Simar (2002), show that there can be no unique solution to the non-parametric frontier problem in the presence of measurement error. However, they argue that a useful non-parametric approach can be developed when measurement error variance is small. This result holds when error distributions are completely unknown. Our approach differs from Hall and Simar since we maintain normality assumptions on error terms (although we allow for arbitrary heteroscedasticity and inefficiency effects), and use a parametric anchoring model that is globally "close" to the frontier.
3. Local Maximum Likelihood estimation of stochastic frontier models

Suppose we have the following stochastic frontier cost model

\[ y_i = x_i^\prime \beta + v_i + u_i; \quad v_i \sim N(0, \sigma^2), \quad u_i \sim N(\mu, \omega^2), \quad u_i \geq 0 \text{ for } i = 1, \ldots, n, \quad \beta \in \mathbb{R}^k \]

where \( y \) is log cost and \( x_i \) is a vector of input prices and outputs; \( v_i \) and \( u_i \) are the noise and inefficiency components, respectively. Furthermore, \( v_i \) and \( u_i \) are assumed to be mutually independent as well as independent of \( x_i \). This model is heavily parametric. First of all, it is linear in \( x_i \), although one can make it non-linear without any major problem. Second, it makes strong distributional assumptions on the two-sided \((v)\) and one-sided \((u)\) error terms. Third, it assumes that the parameter vector \( \beta \) that describes the underlying production technology, and more importantly \( \mu \) and \( \omega \) do not depend on \( x_i \). Although some SF models assume that \( \mu \) and \( \omega \) are linear or log-linear functions of some covariates, these specifications are ad hoc. It is well known that the end results (parameter estimates as well as estimated efficiency) depend to a great extent on functional form assumptions, as well as assumptions about the covariates entering in these functions. For these reasons, many empirical researchers are reluctant to use the SF models in efficiency studies and adopt DEA formulations instead.

To make the frontier model non-parametric, we adopt the following strategy. Consider the usual parametric ML estimator for the normal \((v)\) and truncated normal \((u)\) stochastic cost frontier model that solves the following problem (Stevenson, 1980):

\[ \hat{\theta} = \arg \max_{\theta \in \Theta} \sum_{i=1}^n \ln l(y_i; x_i, \theta) \]

where

\[ l(y_i; x_i, \theta) = [\Phi(\psi)]^{-1} \Phi \left[ \frac{\sigma^2 y_i + \omega (y_i - x_i^\prime \beta)}{\sigma (\omega^2 + \sigma^2)^{1/2}} \right] \left[ 2\pi (\omega^2 + \sigma^2) \right]^{1/2} \exp \left[ -\frac{(y_i - x_i^\prime \beta - \mu)^2}{2(\omega^2 + \sigma^2)} \right], \]
\( \psi = \mu / \omega \), and \( \Phi \) denotes the standard normal cumulative distribution function. The parameter vector is \( \theta = [\beta, \sigma, \omega, \psi] \) and the parameter space is \( \Theta = \mathbb{R}^k \times \mathbb{R}_+ \times \mathbb{R}_+ \times \mathbb{R} \). Local ML estimation of the corresponding non-parametric model involves the following steps. First, we choose a kernel function. A reasonable choice is

\[
\kappa_m(d) = (2\pi)^{-m/2} |H|^{-3/2} \exp \left(-\frac{1}{2} d \cdot H^{-1} d \right), \quad d \in \mathbb{R}^m,
\]

where \( m \) is the dimensionality of \( \Theta \), \( H = h \cdot S \), \( h > 0 \) is a scalar bandwidth, and \( S \) is the sample covariance matrix of \( x_i \). Second, we choose a particular point \( x \in x \), and solve the following problem:

\[
\hat{\theta}(x) = \arg \max_{\theta \in \Theta} \sum_{i=1}^{n} \left\{ -\ln \Phi(\psi) + \ln \Phi \left[ \frac{\sigma^2 \psi + \omega (y_i - x_i \beta)}{\sigma (\omega^2 + \sigma^2)^{1/2}} \right] - \frac{1}{2} \ln \left( \omega^2 + \sigma^2 \right) - \frac{1}{2} \frac{(y_i - x_i \beta - \mu)^2}{(\omega^2 + \sigma^2)} \right\} K_H(x_i - x)
\]

A solution to this problem provides the LML parameter estimates \( \hat{\beta}(x), \hat{\sigma}(x), \hat{\psi}(x) \) and \( \hat{\psi}(x) \). Also notice that the weights \( \kappa_m(x_i - x) \) do not involve unknown parameters (if \( h \) is known) so they can be computed in advance and, therefore, the estimator can be programmed in any standard econometric software.\(^4\)

Following are some of the reasons why the LML estimate of the SF models is an improvement over the existing alternatives. \textit{First}, the parameter estimates \( \hat{\beta}(x) \) depend on \( x \) so we completely solve the functional form misspecification problem in stochastic frontier.

---

\(^3\) The cost function specification is discussed in details in section 5.2.

\(^4\) An alternative, that could be relevant in some applications, is to localize based on a vector of exogenous variables \( z \) instead of the \( x_i \)'s. In that case, the LML problem becomes

\[
\tilde{\theta}(z) = \arg \max_{\theta \in \Theta} \sum_{i=1}^{n} \left\{ -\ln \Phi(\psi) + \ln \Phi \left[ \frac{\sigma^2 \psi + \omega (y_i - z_i \beta)}{\sigma (\omega^2 + \sigma^2)^{1/2}} \right] - \frac{1}{2} \ln \left( \omega^2 + \sigma^2 \right) - \frac{1}{2} \frac{(y_i - z_i \beta - \mu)^2}{(\omega^2 + \sigma^2)} \right\} K_H(z_i - z)
\]

where \( z \) are the given values for the vector of exogenous variables. The main feature of this formulation is that the \( \beta \) parameters as well as \( \sigma \), \( \omega \), and \( \psi \) will now be functions of \( z \) instead of \( x \).
models in the following sense. If we have a regression model \( y_i = x_i' \beta(x_i) + e_i \) with \( e_i \sim \text{N}(0, \sigma^2(x_i)) \) where \( \beta(x_i) \) and \( \sigma(x_i) \) are non-parametric functions of \( x \), then the model is effectively non-parametric.\(^5\)

Second, variances of both \( u \) and \( v \) (i.e., \( \sigma^2 \) and \( \omega^2 \)) are made functions of \( x \) and are estimated non-parametrically. This means that effectively we have heteroscedasticity of unknown form in both the noise and inefficiency components. Thus the present formulation generalizes Caudill, Ford and Gropper (1995), Hadri (1999), Kumbhakar and Lovell (2000) in the non-parametric direction without imposing any functional form assumptions on the structure of heteroscedasticity so far as the variance of the inefficiency component is concerned. The variance of the noise term is often viewed as risk. That is, a producer with higher variance of the noise component \( v \) is considered to be riskier (compared to an otherwise identical producer) from production/cost point of view. Such risks can often be explained by some specific inputs (Kumbhakar and Tveterås, 2002). Furthermore, it is likely that such risks vary among producers. Since \( \sigma^2 \) is a non-parametric function of \( x \), we can claim that our model captures producer-specific production/cost risk so long as the covariates are producer-specific. One can also examine effects of covariates on risk without assuming any functional form\(^6\) on the risk function \( \sigma^2 \). Such marginal effects are producer-specific and also vary with covariates.

Third, since \( \psi \) is made a function of \( x \), we have inefficiency effects of non-parametric form. Thus the present model generalizes Kumbhakar, Ghosh and McGuckin (1991) and Battese and Coelli (1995) formulation of determinants of inefficiency in the non-parametric direction.

Fourth, the model generalizes the "thick frontier" concept (Berger and Humphrey (1991)). The thick frontier model fits a parametric model (for example the translog cost function) to quartiles of average cost and, therefore, it provides parameter estimates (of the usual translog cost function) that are specific to quartiles. In the context of the present specification, we are able to make all parameters (not just regression parameters) observation-specific. A

\(^5\) The model also generalizes the random coefficient stochastic frontier model of Tsionas (2002) without making any strong distributional assumptions on the coefficients or assuming that the coefficients do not depend on covariates.

disadvantage of thick frontiers is the assumption that all firms within a given quartile share the same technology, and face the same set of parameters of inefficiency estimates. Furthermore, it is not possible to test any hypothesis using results from different quartiles.

4. Some computational/practical issues

The LML method proposed here is somewhat computationally intensive \( O(n^2) \)-intensive, especially localization is performed at \( x = x_i \) for all \( i = 1, \ldots, n \). Since for each \( x \) we have good starting values from the parametric ML estimation convergence of nonlinear estimation algorithms\(^7\) will typically be fast. In practice when the sample contains a large number of observations one may make a choice of "interesting" points \( x \in X \) where the LML estimator is computed. For example, first, we may classify the dependent variable \( y_i \) into deciles/percentiles, and find the corresponding \( x_i \)'s for the given decile/percentile. Then we choose \( x_i \) as the median of \( x_i \)'s for the given decile/percentile, and solve the LML optimization problem for each one of these \( x \)'s. Effectively, we have parameter estimates that are decile/percentile-specific provided that medians of explanatory variables are representative for the given decile/percentile. In this way, we can reduce computational costs significantly since it is required is to solve only ten/hundred LML optimization problems. Since good starting values are available from the parametric ML estimator, this is unlikely to place enormous computational burden upon empirical research.

Another practical issue is the choice of the bandwidth parameter \( h \). This parameter can be chosen by cross-validation. To do this first, we solve the LML problem with all data except for observation \( j \), and define for some \( \bar{x} \in X \),

\[
\tilde{\theta}^{(j)}(x, h) = \arg \max_{\theta \in \Theta} \sum_{i \neq j} \ln l(y_i; x_i, \theta) K_H(x_i - \bar{x})
\]

for all \( j = 1, \ldots, n \). The point \( \bar{x} \) can be the overall median of the data. Then we choose \( h \) to minimize

\(^7\) Widely used algorithms are BHHH and BFGS.
\[
\sum_{j=1}^{n} \left( y_j - \tilde{y}_j(h) \right)^2
\]

where \( \tilde{y}_j(h) \) denotes the fitted value of \( y_j \) based on \( h \). For stochastic frontier models, this problem is particularly easy because cross-validation can be implemented without actually solving the LML optimization problem.\(^8\)

Other practical issues are related to the specification of an anchoring model for the regression part as well as anchoring models for the one-sided error term. One can either fit Cobb-Douglas or translog models depending on whichever model specification provides a better fit of the data. The choice will also influence computational burden since translog models involve many parameters. Another important consideration is that anchoring models must be able to incorporate parametric curvature and monotonicity restrictions. This is straightforward for the Cobb-Douglas but more complicated for the translog, where such restrictions have to be imposed at each observed data point.

So far as the choice of an anchoring model for the one-sided error is concerned, one can choose from the half-normal, truncated normal, exponential, and gamma distributions. The half-normal distribution is a special case of the truncated normal distribution when \( \psi = \mu = 0 \). Gamma distributions (Greene (1990), Ritter and Simar (1997), Tsionas (2000)) are difficult to work with and, therefore, may not be well suited as anchoring models in non-parametric stochastic frontier models since iterative non-linear estimation algorithms may fail during the course of fitting the model to a particular point. An exponential distribution (special case of the gamma distribution) would be a reasonable competitor of a half-normal specification. Therefore, in terms of ‘well-behaved’ models, the truncated normal specification is the most general and has the added advantage that it allows to parameterize the mean in terms of the explanatory variables in a non-parametric fashion. In practice, the likelihood functions resulting from a truncated normal distribution for the one-sided error tend to be flat in the direction of \( \psi \) (Greene (1994), Ritter and Simar (1997)) that might cause convergence problem (it might converge to unreasonable values). One way to solve this

\(^8\) It is known that cross-validation is not a panacea in bandwidth selection. For larger values of the bandwidth parameter \( h \), we are effectively placing more weight on distant points from \( x \), and in the limit as \( h \to \infty \) we recover the parametric ML estimator. Therefore, it is a good idea to keep the bandwidth parameter relatively “small” in order to recover the local properties of the true non-parametric function. Gozalo and Linton (2000) also recommend bandwidth selection based on the asymptotic distribution of functional fits.
problem is to adopt a pseudo-prior distribution for $\psi$ as in van den Broeck, Koop, Osiewalski and Steel (1994), which is to assume that $\psi \sim N(0, a^2)$ where $a > 0$ is the "prior" standard deviation of the $\psi$ parameter. This results in a quasi Bayes estimator. Local quasi Bayes estimators result when the anchoring quasi Bayes estimator is localized to each observation or to a group of observations by some rule. We find that this choice makes the optimization problem more regular and convergence is much faster. Since we have more than 3,600 observations in our application, the pseudo-prior should have a minimal effect on final estimates. The introduction of pseudo-prior should not make the empirical researchers, especially the non-practitioners of Bayesian methods, feel uneasy given its advantage in regularizing the LML optimization problems. Hamilton (1994, p. 689) employed similar methods in the context of estimation of finite normal mixture models using sampling theory.

5. An application to U.S. commercial banks

The above methodology is applied to analyze cost efficiency of the U.S. commercial banks. The commercial banking industry is one of the largest and most important sectors of the U.S. economy. The structure of the banking industry has undergone rapid changes in the last two decades, mostly due to extensive consolidation. The number of commercial banks has declined over time and concentration at the national level has increased. The number and size of large banks has also increased. Justification of mergers and acquisitions is often provided in terms of economies of scale and efficiency. Thus, it is important to ask: (i) are large banks necessarily more efficient? (ii) Do large banks operate beyond their efficient scale? Answer to these questions depends on the estimation technique (parametric vs. non-parametric) used, functional form chosen, etc. Since the banking industry consists of large number of small banks and assets are highly concentrated in a few very large banks, heteroscedasticity is likely to be present in both the noise and inefficiency components. Moreover, the production technology among banks is likely to differ. These problems are avoided in the

---

9 There are numerous studies that address scale economies and efficiency. See, e.g., McAllister and McManus (1993), Berger and Mester (1997), Berger and Humphrey (1992), Boyd and Graham (1991), Mukherjee et al. (2001), Wheelock and Wilson (2001), among others.
10 It is well known that if inefficiency component is heteroscedastic and one ignores it, both parameter estimates and estimated inefficiencies will be inconsistent (see Kumbhakar and Lovell (2000, Chapter 3.4)). Consequently, estimated of economies of scale are likely to be wrong.
11 Although, in a parametric setting one can test this using the Chow test for structural change (parameter stability) in which banks are grouped under small, medium, large, etc., there is no universally accepted criterion for grouping banks and deciding how many groups are to be chosen. McAllister and McManus (1993) argued that returns to scale estimates are biased when one fits a single cost function for all the banks.
non-parametric LML model that makes parameters bank-specific without using any ad hoc specification.

5.1 Data

The data for this study is taken from the commercial bank and bank holding company database managed by the Federal Reserve Bank of Chicago. It is based on the Report of Condition and Income (Call Report) for all U.S. commercial banks that report to the Federal Reserve banks and the FDIC. In this paper we used the data for the year 2000 and selected a sample of 3691 commercial banks. Median value of assets of these banks is 76 million dollars. The distributions of bank assets and banks are shown in Figure 1. The top 7% of the banks control more than 60% of the total assets while the bottom 10% of the banks control about 1% of total bank assets. About 20% of the top banks control more than 85% of the assets. Thus, the distribution of assets across banks is highly skewed. As a result of this, it very likely that the parameters of the underlying technology (cost function in our case) will differ among banks.

![Figure 1: Distribution of assets/banks](image)

In banking literature there is controversy regarding the choice of inputs and outputs. Here we follow the intermediation approach (Kaparakis et al. (1994) in which banks are viewed as financial firms transforming various financial and physical resources into loans and investments. The output variables are: installment loans (to individuals for
personal/household expenses \((y_1)\), real estate loans \((y_2)\), business loans \((y_3)\), federal funds sold and securities purchased under agreements to resell \((y_4)\), other assets \((y_5)\), The input variables are: labor \((x_1)\), capital \((x_2)\), purchased funds \((x_3)\), interest-bearing deposits in total transaction accounts \((x_4)\) and interest-bearing deposits in total nontransaction accounts \((x_5)\). The input prices are calculated in the usual way. The price of labor \((w_1)\) is the average wage/salary per employee and is obtained from expenses on salaries and benefits divided by the number of full time employees. Similarly, the price of physical capital, \(w_2 = \frac{(\text{expenses on premises and fixed assets})}{\text{dollar value of premises and fixed assets}}\); the price of purchased funds, \(w_3 = \frac{(\text{interest expense on money market deposit accounts} + \text{expense of federal funds purchased and securities sold under agreements to repurchase} + \text{interest expense on demand notes issued to U.S. Treasury and other borrowed money})}{\text{dollar value of purchased funds}}\), price of interest-bearing deposits, \(w_4 = \frac{(\text{interest expense on interest-bearing categories of total transaction accounts})}{\text{dollar value of interest-bearing categories in total transaction accounts}}\), the price of interest-bearing deposits in total nontransaction accounts, \(w_5 = \frac{(\text{interest expense on total deposits} - \text{interest expense on interest-bearing categories in total transaction accounts} - \text{interest expense on money market deposit accounts})}{\text{dollar value of interest-bearing deposits in total nontransaction account}}\). Total cost is then defined as the sum of cost of these five inputs.

5.2. Results from the localized Cobb-Douglas model

We choose a Cobb-Douglas functional form primarily because a simple OLS fit of a Cobb-Douglas cost function resulted in a reasonably good fit \((R^2\) of about 0.93). We have also fitted a translog, but the Schwarz criterion strongly favored the Cobb-Douglas specification. Therefore, for the data at hand, the Cobb-Douglas cost function provides an acceptable local fit. Moreover, use of the CD function avoids the multicollinearity problem that arises with a flexible functional form such as the translog and the Fourier functional forms. Since we localize the parameters at each point, flexibility is not a problem. In other words, the use of the CD function gives a clear meaning to each and every coefficient and each of these coefficients are made bank-specific through localization. We choose the \(h\) parameter by using cross-validation in the relevant range of that parameter. To minimize computational costs, we perform cross-validation using median values of variables by deciles of the
dependent variable as our target variables. Therefore, for each value of \( h \) we performed only ten local ML estimations.

We experimented with both half-normal and truncated normal distributions on the one-sided error term. Results from the truncated normal specification are found to be better than those from the half-normal specification. Because of this result we report results based on the truncated normal distribution on the inefficiency component. The results are based on a CD cost function (note the change the notation of the dependant variable), viz.,

\[
C_i = x_i' \beta + v_i + u_i, \quad \text{where as before } v_i \sim \text{IN} (0, \sigma_v^2) \text{ and } u_i \sim \text{IN} (\mu, \omega^2), \quad u_i \geq 0, \quad i = 1, \ldots, n.
\]

\( \beta \in \mathbb{R}^{k+m} \). Here \( C \) is total cost (in natural log) and the \( x \) variables contain \( m \) (5) outputs and \( k \) (5) input prices (all in natural log). Furthermore, to impose linear homogeneity (in input prices) restrictions on the cost function we normalize total cost and the input prices by one input price \( w_3 \) before taking logs. Thus, the estimated cost function is

\[
C = \beta_0 + \sum_i \beta_{yi} \ln y_i + \sum_{j=3}^{5} \beta_{uj} \ln(w_j / w_3) + v_i + u_i
\]

when \( C = \ln(\text{total cost} / w_3) \). Total number of parameters in \( \beta \) (i.e., \( k+m \)) is 10.

We report the frequency distribution of estimated parameters in Figure 2. The histograms for the parameters show different patterns (some are unimodal while others are bimodal but none is symmetric). For example, the cost elasticities with respect to outputs \( (\beta_{yi}, i = 1, \ldots, 5) \) are skewed to the right for \( y_1, y_3, y_4 \) and \( y_5 \). The distribution is bimodal for \( y_2, y_3 \) and \( y_5 \). The estimated elasticities vary substantially among banks, sometimes as much as 100% from the smallest to the highest. A similar picture comes out of the cost elasticities with respect to input prices (with an exception of \( w_5 \) that shows minimum variation among banks). Two of the three parameters associated with the distributions of the noise and inefficiency components show large variations among banks. The estimates of \( \sigma_v \) and \( \psi \) show large variations while the opposite is true for \( \sigma_u \). These large variations in estimated coefficients show why estimating a single set of parameters for all banks might not be a good idea.

We compute scale economies (SCE) as

\[
SCE = \sum_{i=1}^{5} \frac{\partial \ln C}{\partial \ln y_i} = \sum_{i=1}^{5} \beta_{yi}(y, x).
\]

Since all the parameters are observation-specific, the SCE measure is bank-specific as well. Thus, although we start from a CD cost function, the SCE measure is fully flexible. The SCE
measures are reported in Figure 3 in a histogram. It can be easily seen from the histogram that economies of scale is not exhausted (SCE being less than unity thereby meaning that returns to scale is greater than unity) for most of the banks. Returns to scale (RTS=1/SCE) is less than unity for less than 5% of the banks. This result contradicts some earlier studies that show little or no scale economies left for medium and larger banks. From Figure 4 that plots SCE against assets (in logarithm) we find that the benefits of scale economies tend to be lower (in general) for large banks. This can be seen from the scatter plot that shows a positive relationship between SCE and log assets. However, we find that RTS is above unity (SCE < 1) for most of the banks. Examining the scatter plot above the line with SCE = 1 (not drawn) (i.e., banks for which RTS < 1), we find no pattern between SCE and log assets. That means no strong evidence is found to support the finding (mostly from parametric studies that use a single cost function for all banks) that large/very large banks are operating beyond their optimum size. In other words, our results support the conventional wisdom that justifies bank mergers to exploit benefits of scale economies.

Now we consider measurement of inefficiency. Suppose we localize with respect to observation \( j \) and denote the resulting LML estimates of the frontier parameter parameters by \( \beta_{(j)}, \sigma_{(j)}, \mu_{(j)}, \omega_{(j)}. \) Since \( u_i \sim N (\mu, \omega^2), \ u_i \geq 0 \) the conditional distribution of \( u_i \) given the data has mean given by

\[
m_{i,(j)} = \frac{\sigma_{(j)} \lambda_{(j)}}{1 + \lambda_{(j)}^2} \left[ \phi(z_{i,(j)}) - \Phi(z_{i,(j)}) \right],
\]

where

\[
z_{i,(j)} = \frac{e_{i,(j)} \lambda_{(j)}}{\sigma_{(j)}} + \frac{\mu_{(j)}}{\sigma_{(j)} \lambda_{(j)}}, \quad \lambda_{(j)} = \omega_{(j)} / \sigma_{(j)}, \quad e_{i,(j)} = y_i - x_i' \beta_{(j)}, \text{ for each } i = 1, \ldots, n,
\]

and \( \phi, \Phi \) denote the standard normal probability density and distribution function respectively. Therefore, \( m_{i,(j)} \) is the inefficiency measure for observation \( i \) when we localize with respect to observation \( j \). A reasonable inefficiency measure for observation \( i \) is provided by \( m_i^* = \sum_{j=1}^{n} m_{i,(j)} w_{i,j} \) which is a weighted average of all \( m_{i,(j)} \) based on the LML weights. Naturally, the dominating element in this average will be \( m_{i,(i)} \), the inefficiency measure of a particular observation when we localize with respect to this observation. This inefficiency estimate is derived completely from firm specific parameter estimates of \( \beta, \mu, \sigma \).
and $\omega$ and can be viewed as a non-parametric estimate of inefficiency for the particular observation. The firm-specific cost efficiency measures can be obtained from $\exp(-m_i^*)$.

We report estimates of cost efficiency in Figure 5. Modal efficiency is found to be quite high and about half of the banks are found to be operating at the efficiency level of 90% or more. To explore this issue further we plot estimates of cost inefficiency against log assets in Figure 6. From the scatter plot of banks we find some (weak) evidence to support the hypothesis that large banks are more efficient (a weak inverse relationship between inefficiency and log assets is observed from the scatter plot). Thus, one could argue that the cost advantage from merger of large banks may not be very high (Berger and Humphrey (1992)), especially from efficiency point of view.

5.3 The Cobb-Dougals LML and the global translog results: A comparison

McAllister and McManus (1993) fitted a parametric translog cost function to the entire data set for the year 1989 and found that (i) scale economies were absent for most of the medium and large banks, and (ii) extreme scale economies (diseconomies) were found for very small (very large) banks. In comparison, their localized translog model showed much smaller variations in scale economies. For the sake of comparison, we fit a single translog cost frontier for the entire data set (year 2000) in which we assume truncated normal distribution for the inefficiency component and normal distribution for the noise component. Heteroscedasticity is not included in any of the error components.\textsuperscript{13} We find evidence of scale economies for majority of banks (see Figure A.1 that shows the histogram of SCE, and Figure A.2 that graphs scale economies against log assets). Scale diseconomies are found for the banks with assets more than 1.2 billions of dollars. Thus, the presence scale economies for most of the banks is observed when a global translog cost frontier is fitted to the entire data set. In contrast, the localized CD cost function results show the presence of scale economies.

\textsuperscript{12}This is the well-known Jondrow et al. (1982) estimator.

\textsuperscript{13}Note that we model inefficiency following the stochastic frontier approach whereas McAllister and McManus (1993) did not, and our LML uses all the observations at every point of evaluation whereas they did it for only 25% of the observations.
economies for banks of all sizes.\textsuperscript{14} We also estimated the localized translog cost function and obtained similar results.\textsuperscript{15}

To compare the estimated efficiencies derived from the LML and global translog models, first, we compare the frequency distributions (reported in Figures 5 and A.3 as well as Figures 6 and A.4). It can be easily seen that these frequency distributions are quite similar. There are, however, differences in levels and spread. For example, the mean efficiency is higher in the LML model and the spread is smaller compared to the global translog model. In the LML model we find evidence to support that very large banks are as efficient as most of the small banks (and in general these banks are more efficient than some of the medium banks).\textsuperscript{16} Since the LML model is more flexible and it accommodates heteroscedasticity associated with both error components, the LML results are robust to functional form misspecification, heteroscedasticity, etc. This is, however, not the case with the global translog cost functions that suffers from all the problems associated with the SF models. Thus, we credit the LML for its flexibility, which in turn gives more precise results on both scale economies and efficiency compared to the global translog cost frontier.\textsuperscript{17}

We conclude this section with the following remarks. The parametric models used to estimate scale economies and cost efficiency of banks often led to results that are contrary to conventional wisdom. For example, the common sense argument used in favor of merger is that large banks take advantage of economies of scale. On the contrary, empirical findings (based on parametric models) show that the large banks have exhausted economies of scale and they are generally less efficient than their smaller counterparts. Some of these findings might have resulted from assuming a single parametric cost function applicable to all the banks (small, medium, large, etc.) in the sample. If the cost function parameters are bank-specific then using a single cost function almost surely introduces bias in parameter estimates. These biases are likely to give inaccurate estimates of scale economies and cost efficiency (McAllister and McManus (1993)).

\textsuperscript{14} There are only a few banks for which we observe diseconomies of scale, and these banks are from all assets categories. That is, the banks operating beyond their efficient scale show no strong correlation with assets.
\textsuperscript{15} Space constrain doesn’t permit us to report all these results, which can be obtained from the authors upon request.
\textsuperscript{16} The global translog model show large spread in efficiency among the very large and very small banks.
6. Conclusions

In this paper, we relaxed many rigidities/assumptions associated with estimation of stochastic frontier models. First, we made the parametric stochastic frontier (SF) models completely non-parametric by using the principle of local maximum likelihood (LML) estimation. This technique permitted us to remove the assumption of a rigid functional form for the technology, and provide completely firm-specific parameter estimates and inefficiency measures that are not dependent on the assumption that all firms share the same technology. Second, we introduced non-parametric heteroscedasticity in both the noise and inefficiency components in the composed error SF models. Third, we allowed for non-parametric inefficiency effects thereby relaxing the assumption that inefficiency effects are log-linear.

We used both the Cobb-Douglas and translog localized models to estimate the stochastic cost frontier using a sample of 3691 U.S. commercial banks for the year 2000. We find that (i) cost elasticities with respect to outputs and inputs vary substantially among banks; (ii) scale economies are present for most of the banks. Furthermore, we don’t find any evidence to support that large banks are less efficient compared to the small banks. Thus, in general we find evidence to support conventional wisdom (i.e., large banks are more efficient and can exploit economies of scale). Although a flexible parametric cost function generates observation-specific elasticities, scale economies, cost efficiency, etc., these so called flexible functions are found to violate properties of cost functions at many points, and often give unreliable estimates of scale economies. Results from these models don’t always support conventional wisdom believed by many bankers.

17 Again the efficiency results based on the translog LML are similar to the Cobb-Douglas LML results. Since we also find similar result for scale economies, one can perhaps argue that the functional form for the anchoring model is not that important.
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Figure 2: Histogram of parameter estimates
Figure 4: Plot of SCE against log(assets) (local ML)
Figure 6: Plot of cost-inefficiency against log(assets) (local ML)
Figure A.1: Histogram of SCE (global TL)
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