Spring 2007, Econ 466

Final Examination

Total: 100 points, Time: 2 hours

Answer all questions. Write clearly and legibly. Good Luck!!

1. Consider the following linear regression model often known as the Classical Linear Regression Model
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(a) [3 points] What are the basic assumptions of the model?
(b) [5 points] You believe that 
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, but your friend thinks that 
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. Who is correct? Explain.
(c) [3 points] In which case 
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 represents the elasticity of Y with respect to X? 
(d) [6 points] In which case this model represents the “linear probability model”? What are the disadvantage of the model? 
(e) [8 points] If E(ut) = 0 but V(ut) = 
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 is replaced by 
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, t =1, …, n, what are the problems with the OLS estimator of 
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? How would you estimate 
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 in this model taking the above heteroskedasticity problem into account? Show all the necessary steps. 
(f) [8 points] Consider the model in (1). If E(ut) = 0 but the assumption that 
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Is the OLS estimator of 
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 unbiased? How would you estimate the parameters in (1) correcting for autocorrelation if (i) 
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 is known, and (ii) 
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 is unknown?  Show all the necessary steps in each case. 
[5 points] If X is measured with error, is there any problem with the OLS estimators? Explain. 

(g) 2. A researcher has data on years of schooling, S, weekly earnings in dollars, W, hours worked per week, H, and hourly earnings, E (computed as W/H) for a sample of 1755 white males in the United States in the year 2000. She calculates LW, LE, and LH as the natural logarithms of W, E, and H, respectively, and fits the following regressions. The results from these regressions shown in the table below (standard errors in parentheses; RSS = residual sum of squares): 
•
Column 1: a regression of LE on S. 

•
Column 2: a regression of LW on S and LH, and 

•
Column 3: a regression of LE on S and LH. 

The correlation between S and LH was 0.06. 

	
	(1)
	(2)
	(3)
	(4)
	(5)

	Respondents 
	All 
	All 
	All 
	FT 
	PT 

	Dependent variable 
	LE 
	LW 
	LE 
	LW 
	LW 

	S 
	0.099 

(0.006) 
	0.098 

(0.006) 
	0.098 

(0.006) 
	0.101 

(0.006) 
	0.030 

(0.049) 

	LH 
	– 
	1.190 

(0.065) 
	0.190 

(0.065) 
	0.980 

(0.088) 
	0.885 

(0.325) 

	constant 
	6.111 

(0.082) 
	5.403 

(0.254) 
	5.403 

(0.254) 
	6.177 

(0.345) 
	7.002 

(1.093) 

	Residual SS 
	741.5 
	737.9 
	737.9 
	626.1 
	100.1 

	observations 
	1755 
	1755 
	1755 
	1669 
	86 


(a) [6 points] Explain why specification (1) is a restricted version of specification (2), stating and interpreting the restriction. 
(b) [4 points] Supposing the restriction to be valid, explain whether you expect the coefficient of S and its standard error to differ, or be similar, in specifications (1) and (2).
(c) [4 points] Supposing the restriction to be invalid, how would you expect the coefficient of S and its standard error to differ, or be similar, in specifications (1) and (2)? 

(d) [7 points] Perform an F test of the restriction. 
(e) [4 points] Perform a t test of the restriction. 
(f) [4 points] Explain whether the F test and the t test could lead to different conclusions. 
(g) [5 points] At a seminar, a commentator says that part-time workers tend to be paid worse than full-time workers and that their earnings functions are different. Defining full-time workers as those working at least 35 hours per week, the researcher divides the sample and fits the earnings functions for full-time workers (column 4) and part-time workers (column 5). Test whether the commentator’s assertion is correct. 
(h) [3 points] What are the implications of the commentator’s assertion for the test of the restriction? 
3. Consider the following system of demand and supply equations:
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[image: image19.wmf]where Q and P are random endogenous variables.
(a) [10 points] Show that the reduced form equations can be expressed as
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Express 
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in terms of the parameters of the structural equations in (1) and (2). 
(b) [10 points] Use the estimates of 
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 in (3) and (4) to solve for the parameters of the structural equations in (1) and (2). 
(c) [5 points] Does this mean that both (1) and (2) are identified? Why? 
What is the problem of estimating (1) or (2) directly using OLS? 
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