Fall 2006, Econ 466

Final Examination

Total: 125 points, Time: 2 hours

Answer all questions. Write clearly and legibly. Good Luck!!

1. You are conducting an econometric investigation into the prices of recently sold houses in a single urban area. The sample data consist of 88 observations on the following variables:

Pi = the selling price of house i, in thousands of dollars; 

HSi  = the house size of house i, in hundreds of square feet; 

YSi = the yard size of house i, in hundreds of square feet; 

Di = 1 if house i is a colonial-style and = 0 if it is not a colonial-style house. 

The regression model you used is the log-log form 
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(1)

where lnXi denotes the natural logarithm of the variable, and u is a random error term. 

Using the sample data described above, you compute OLS estimates of regression equation (1) and of three restricted versions of equation (1), results of which are given below (standard error of the estimated coefficients are in parentheses). 

OLS Sample Regression Equations for lnPi 

	Regressors 
	(1) 
	(2) 
	(3) 
	(4) 

	intercept
	9.321 

(2.500) 
	2.767 

(0.592) 
	8.456 

(2.133) 
	2.639 

(0.244) 

	lnHS
	−3.029 

(1.398) 
	0.748 

(0.081) 
	−3.045 

(1.385) 
	0.750 

(0.080) 

	lnYS
	−0.249 

(0.582) 
	0.112 

(0.238) 
	0.146 

(0.037) 
	0.168 

(0.038) 

	(lnHS)2
	0.550 

(0.253) 
	--- 
	0.621 

(0.226) 
	--- 

	(lnYS)2
	0.012 

(0.027) 
	0.006 

(0.025) 
	--- 
	--- 

	D
	0.094 

(0.043) 
	0.067 

(0.043) 
	0.095 

(0.042) 
	0.066 

(0.042) 

	SSR
	2.591 
	2.841 
	2.606 
	2.843 

	SST
	8.017 
	8.017 
	8.017 
	8.017 

	n
	88 
	88 
	88 
	88 


(a) Calculate goodness-of-fit measure for each of the sample regression equations (1)-(4). Which of the four sample regression equations provides the best fit to the sample data? Which of the four sample regression equations provides the worst fit to the sample data? (10 points) 
(b) Compute and interpret the elasticity of HS and YS when lnHS = 3.4 and lnYS = 10.2 in models (1) and (4). (6 points)
(c) Interpret the coefficient of the colonial dummy variable in any of the models. Use the estimation results for regression equation (1) in the above table to perform a test (at the 5 percent significance) of the hypothesis that colonial-style houses of any given house size and yard size have higher prices than houses of the same house size and yard size that are not colonial style. t(.05,82) = 1.99 (6 points) 

(d) State the coefficient restrictions that regression equations (2)-(4) in words. Use the estimation results given in the table to perform a test of these coefficient restrictions at the 5 percent significance level (i.e., for significance level α = 0.05). F(.05,1,82) = 3.96; F(.05, 2,82) = 3.11 (12 points) 

(e) Assume that the coefficients for the colonial and non-colonial houses are different (they have nothing in common). How would you estimate the model and test the hypothesis that all the coefficients are the same? Explain. (12 points)
2. Consider the linear regression model
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with E(ut) = 0 but V(ut) = 
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(a) Under the above assumptions show that the OLS estimator of 
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 are unbiased and consistent. (8 points)
(b) If E(ut) = 0 but V(ut) = 
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, what are the properties of the OLS estimator of 
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? How would you estimate 
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in this model taking the above heteroskedasticity problem into account? Show all the steps. (10 points)
(c) You suspect that the model is heteroskedastic (i.e., 
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) but you don’t know the form.  How would you test for heteroskedasticity? Explain a test of your choice and explain step-by-step how you would perform the test. (5 points)
(d) If you find evidence for heteroskedasticity, how would you obtain heteroskedasticity corrected standard errors of the OLS estimator
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? Explain the steps. (5 points)
(e) Consider the model in (2). If E(ut) = 0 but the assumption that 
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Is the OLS estimator of 
[image: image19.wmf]1

b

 unbiased? How would you estimate 
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 correcting for autocorrelation if (i) 
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 is known, and (ii) 
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 is unknown?  Show all the steps in each case. (12 points)
(f) If there are trends in both Y and X, how would estimate the model so that the trends are taken care of? Explain the procedure step by step. Is there any problem if you do not de-trend the data? Explain. (11 points)
3. Consider the following system of demand and supply equations:
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where Q and P are random endogenous variables.

(a) Show that both the equations are identified. (5 points)
(b) Is there any problem in estimating the above equations using OLS? If OLS gives a negative coefficient on price in (1), does it mean that the estimated relationship is a demand function? Explain. (5 points)
(c) Show that the reduced form equations are:  (10 points)
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Derive explicitly 
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in terms of the parameters of the structural equations in (1) and (2).
(d) You estimate (3) and (4) using OLS and obtain estimates of the coefficients 
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. Show how you can use these results to obtain estimates of the parameters in (1) and (2), that is, express the 
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parameters in terms of the 
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parameters. (8 points)
PAGE  
3

_1227299935.unknown

_1227299976.unknown

_1227299999.unknown

_1227343873.unknown

_1227358533.unknown

_1227358581.unknown

_1227344240.unknown

_1227300005.unknown

_1227300044.unknown

_1227299984.unknown

_1227299990.unknown

_1227299963.unknown

_1227299969.unknown

_1227299955.unknown

_1227299810.unknown

_1227299839.unknown

_1227299845.unknown

_1227299820.unknown

_1227299737.unknown

_1227299754.unknown

_1227299712.unknown

_1227299721.unknown

_1227299665.unknown

