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Abstract—We propose a new modeling framework “Generative Network Automata (GNA)” that can uniformly describe both state transitions and autonomous topology transformations of complex dynamical networks. GNA is formulated as an extension of existing complex network models to include a new set of generative update rules that determine how local network topologies will change based on the current local network states and topologies. This paper introduces basic concepts of GNA, its formal definitions, its generality to represent other dynamical systems models, and some preliminary results of an exhaustive sweep of possible dynamics found in elementary binary GNA with restricted updating rules.

I. INTRODUCTION

A variety of modeling tools have been proposed and utilized in complex systems research [1], [2]. Typical tools include equation-based dynamical systems such as ordinary or partial differential equations and iterative maps [3], and dynamical networks such as artificial neural networks [4], [5], random Boolean networks [6], [7], [8] and cellular automata [9], [10]. While they are capable of producing strikingly complex and even biological-like behaviors [11], [12], [13], [14], [15], these tools commonly assume a system made of a fixed number of components, or variables. Their dynamics are considered as trajectories of system states in a confined phase space with time-invariant dimensions.

The rapidly growing network theory has demonstrated yet another approach to complex systems modeling [16], [17]. It has provided a way to consider dynamic addition, modification and removal of components and their interactions (i.e., nodes and edges) and their implications for system-level properties. Among the most actively investigated issues in this field is how statistical properties of network topology will be affected by random and/or preferential addition (growth) and removal (errors or attacks) of nodes and edges, and in particular, how networks can be more robust against the latter [18], [19], [20], [21], [22]. Component addition and removal are typically assumed as perturbations coming from external sources, not incorporated into the dynamics of the system itself.

Researchers have recently started investigating dynamical properties of networks with nontrivial complex topologies [23], [24], [25], [26], [27], [28]. These studies are the forerunners that attempt to merge the above two fields, considering how states of networks with complex topologies will evolve over time and respond to exogenous perturbations, though they are still limited to networks with fixed topologies so far. Understanding the coupling between dynamic changes of states and topologies of networks is now recognized as one of the most important problems to address [19].

When looking into real-world complex systems, one can find many instances of dynamical networks whose topology (or phase space dimensions and constitutions) keeps changing due to the system’s own dynamical rules (see Table I). In all of these systems, state transitions of each component and topological transformations of networks are strongly intertwined with each other. Neither conventional dynamical systems theory nor modern network theory is sufficient to fully describe the dynamics of such systems. There is a significant need for comprehensive models of systems with dynamically varying topologies in many cutting-edge fields, including system biology, human social dynamics, and communication infrastructure design.

We aim to address the above-mentioned lack of fundamental theories for modeling complex systems by extending existing complex dynamical network models to include a new set of generative update rules that determine how local network topologies will change based on the current local network states and topologies. We call this model framework “generative network automata (GNA).” The name indicates the integration of knowledge accumulated in dynamical systems theory, network theory, and graph grammar theory.

In the following sections we will introduce basic concepts of GNA, its formal definitions, its generality to represent other dynamical systems models, and some preliminary results of an exhaustive sweep of possible dynamics found in elementary binary GNA with restricted updating rules.

II. BACKGROUND: GENERATIVE GRAPH GRAMMARS

The key characteristic of GNA is that it should have rules for transformations of local network topologies as well as transitions of local states. Such network transformations may be modeled as a rewriting process of local network configurations. We will therefore introduce methods and techniques developed in graph grammar theory [29], [30], [31], [32], [33] to construct general formulations of GNA.

Graph grammars, studied since late 1960’s in theoretical computer science, are an extension of formal grammars in computational linguistics to discuss similar rule-based rewriting processes of graphs, or networks. They are used to model generative processes of networks through repeated node and/or (hyper-)edge replacements. “Generative” means that these replacements are driven by local topological features of the network itself, and not by external sources of perturbation as typi-
It is a simple rewriting system that can produce self-similar recursive structures in a sequential string (in this sense, the L-system remains within the range of classic formal grammars). What makes this system outstanding is that it comes with an interpretation algorithm that converts a resultant string into a tree-like topological structure, which may appear just like a natural tree if parameters are appropriately chosen. This example shows the capability of graph grammars to describe the emergence of natural complex structures using a set of small local rules.

Although their relevance to biology was initially recognized [29], [35], application of graph grammars has so far mostly remained within the range of computer science, such as pattern recognition, compiler design, and data type specification, with a primary focus on context-free rewriting rules [30], [31], [32], [33]. It is also limited in that it does not consider dynamics of network states. There has been some exceptional work done in this field though [36], [37], where dynamical networks were applied to solve graph-theoretic problems such as diameter measurement and closure detection. However, these studies did not consider generative aspects of networks.

Most recently, a few models have been developed for generative processes of networks with some dynamical aspects included [38], [39], [40]. These models are fairly complicated and heuristically designed for specific problems, with neither clean-cut theoretical foundations nor broad applicability.

To the best of our knowledge, our GNA framework is the first to systematically integrate rewriting rules for transformations of local network topologies into dynamical networks. Our aim is to develop generalized theory of GNA that can be broadly applied to the modeling of various complex systems.

III. DEFINITIONS OF GNA

A. Configuration

GNA is a network made of dynamical nodes and directional edges between them. Undirectional edges can also be represented by symmetrically placing two directional edges between nodes. Each node takes one of the (finitely or infinitely many) possible states defined by a state set \( S \). The edges describe referential relationships between the nodes, specifying how the nodes affect each other in state transition and topology transformation. A configuration of GNA at a specific time \( t \) is a combination of states and topologies of the network, which can be given by the following:

- \( V_t \): A finite set of nodes. This determines the phase space dimensions of the system at time \( t \). While usually assumed time-invariant in conventional dynamical systems theory, this set can dynamically change in the GNA framework due to addition and removal of nodes.
- \( C_t : V_t \rightarrow S \): A map from the node set to the local state set. This describes the global state of the system at time \( t \). If local states are scalar numbers, \( C_t \) can be represented as a vector with its size potentially varying over time.
- \( L_t : V_t \rightarrow V_t^* \): A map from the node set to its own closure. This specifies a set of destinations of outgoing edges originating from a specific node, representing the global topology of the system at time \( t \), which is also potentially varying over time.

B. Dynamics

States and topologies of GNA are updated through a repetitive rewriting process that includes the following three steps:

1. Extraction of part of the GNA (subGNA) that will be subject to change.
2. Production of a new subGNA that will replace the subGNA selected above.
3. Embedding of the new subGNA into the rest of the whole GNA.

The temporal dynamics of GNA can therefore be formally defined by the following triplet \((E, R, I)\):

- \( E \): An extraction mechanism that determines which part of the GNA is selected for the updating. It may be implemented as a function that takes the whole GNA configuration and returns a subGNA configuration to be replaced. It may be deterministic or stochastic.
- \( R \): A replacement mechanism that produces a new subGNA from the subGNA selected by \( E \) and also specifies the correspondence of nodes between the old and new subGNAs. It may be implemented as a function that takes a subGNA configuration and returns a pair of a new subGNA configuration and a mapping between nodes in the
cause simultaneous modifications of local network topologies at more than one places may cause conflicting results that are inconsistent with each other. This limitation will not apply though when there is no possibility of such topological conflicts, e.g., when the rewriting rules are all context-free, or when GNA is used to simulate conventional dynamical networks that involve no topological changes.

Although the definitions given above could be one of the simplest possible formulations of GNA, it already has considerable complexity compared to conventional dynamical systems models. The possibility of temporal changes of $V_t$ and $L_t$ particularly makes it difficult to investigate its dynamical properties analytically. While defying analytical treatments, however, the updating process of GNA is algorithmically described and hence their dynamics can be easily experimented through computer simulation. We developed a preliminary GNA simulation/visualization program in Wolfram Research Mathematica for this purpose. The results presented in this paper are obtained using this simulator program.

IV. GENERALITY OF GNA

The GNA framework is highly general and flexible so that many existing dynamical network models can be represented and simulated within this framework.

For example, if $R$ always conserves local network topologies and modifies states of nodes only, then the resulting GNA is a conventional dynamical network model, including cellular automata, neural networks, and random Boolean networks (Fig. 2 (a), (b)). A straightforward application of GNA typically comes with asynchronous updating schemes, as introduced in the previous section. Since asynchronous automata networks can emulate any synchronous automata networks [41], the GNA framework covers the whole class of dynamics that can be produced by conventional dynamical network models. Moreover, as mentioned earlier, synchronous updating schemes could also be implemented in GNA for this particular class of models, because they involve no topological transformation.

On the other hand, if $R$ causes no change in local states of nodes, the resulting GNA is a purely generative model based on traditional graph grammars, which may also be a network growth model in modern network theory if appropriate assumptions are implemented in the subGNA extraction mechanism $E$ (Fig. 2 (c)).

V. COMPUTATIONAL EXPLORATION OF POSSIBLE DYNAMICS OF SIMPLE GNA

We conducted computational exploration of potential dynamics found in a restricted subset of simple GNA models, which is intended to play a key priming role in our ongoing GNA research similar to that of the work by Wolfram [9] in cellular automata research. The preliminary results are summarized below.

1 The Mathematica-based simulation program is still under active development but may be available upon request.
A. Assumptions

We first need to note that there are infinitely many possible mechanisms for $E$ and $R$ because there are no theoretical upperbounds in terms of the size of the old subGNA selected by $E$ (it could be infinitely large as the GNA grows) and the new subGNA produced by $R$ (it could be arbitrarily large by the design of $R$). Making reasonable assumptions to restrict the possibility of mechanisms for $E$ and $R$ is critical to facilitate systematic study on the dynamics of GNA. Here we make the following assumptions (Fig. 3):

1. States are binary (0 or 1).
2. Edges are undirectional (or more precisely, every connection between nodes is represented by two symmetric directional edges).
3. The extraction mechanism $E$ always selects a subGNA by (a) randomly picking one node $u$ from the entire GNA (Fig. 3(a)), (b) taking all the destination nodes of its outgoing edges $L_x(u)$ (Fig. 3(b)), and (c) producing a subGNA “induced” by these nodes $\{u\} \cup L_x(u)$, i.e., a subGNA that includes all these nodes as well as all the edges present between them (Fig. 3(c)).
4. The replacement mechanism $R$ only refers to the state of the central node in the selected subGNA and the local majority state within it. If there are equal numbers of 0’s and 1’s within the selected subGNA, one of them is randomly chosen. This two-bit information will be used to determine what will happen to the local configuration (Fig. 3(d)). The following seven possible outcomes are made available:

   (0) The central node disappears.
   (1) Everything remains in the same condition.
   (2) The state of the central node is inverted.
   (3) The central node divides into two with the state preserved.
   (4) The central node divides into two with the state inverted.
   (5) The central node divides into three with the state preserved.
   (6) The central node divides into three with the state inverted.

In cases where node division occurs, the edges that were connected to the central node is evenly distributed to its daughter nodes (Fig. 3(e)).

5. The initial condition $I$ consists of a single node with state 0.

B. Methods

We carried out an exhaustive sweep of all the possible rewriting rules that satisfy the assumptions discussed above. Since the extraction mechanism $E$ is uniquely defined, it is only the replacement mechanism $R$ that needs to be varied. Here $R$ is a function that maps one of the seven possible actions to each of the two-bit input patterns. Therefore the number of all the possible $R$’s is $2^{2^7} = 2401$. To indicate a specific $R$, we will use its “Rule Number” $rn(R)$ that is defined by

$$rn(R) = a_{11} \times 7^3 + a_{10} \times 7^2 + a_{01} \times 7^1 + a_{00} \times 7^0,$$

where $a_{ij}$ is a numerical representation (numbers shown in italic in the previous section) of the choice that $R$ will make when the state of the central node is $i$ and the local majority state is $j$.

We simulated the GNA dynamics using asynchronous updating scheme for 200 rewriting events for each $rn$ ranging from 0 to 2400. In each simulation run we recorded the temporal changes of the number of nodes $N_t$ and the average node degree $K_t$ once in every half unit of time. We then calculated the average growth rate $g$ and the temporal average of the average node degree $k$ as characteristic quantities of each $rn$. $g$ was obtained by averaging instantaneous growth rates $(N_{t+0.5}/N_t)^2$ over the entire time series data. $k$ was obtained by averaging $K_t$ over the second half of the time series data. The first half was omitted to avoid the effect of initial large fluctuations due to the small number of nodes. For each $rn$ three independent simulation runs were conducted and the average of their results were used for the following analysis.
Fig. 3. Simplified GNA rewriting process used for the exhaustive sweep experiments. The extraction mechanism \( E \) (a) randomly picks one node \( u \), (b) takes all the destination nodes of its outgoing edges \( L_t(u) \), and (c) produces a subGNA induced by those nodes \( \{ u \} \cup L_t(u) \). The replacement mechanism \( R \) (d) refers to the state of the central node \( u \) in the selected subGNA and the local majority state within it to determine what happens to the local configuration, (e) produces a new subGNA as well as the correspondence of nodes between the old and new subGNAs based on the choice made in (d), and then (f) embeds the new subGNA into the rest of the GNA.

It should be noted that there are two different ways of counting time steps in asynchronous simulations. One is simply to count one rewriting event as one time step, which we call computational time steps. The other is to measure the progress of virtual time in a simulated world between each discrete events by considering one rewriting event as taking \( 1/N_t \) of the unit of time. This is based on the assumption that every node is updated once, on average, per unit of time, which is a reasonable and useful assumption especially when one wants to compare results of asynchronous simulations with those of synchronous ones. We call the latter notion of time simulated time steps. All the \( t \)'s in this paper represent this simulated time steps.

C. Results

Figure 4 shows the distribution of characteristic quantities of all the 2401 simple GNAs in the \( g-k \) space, where the large diversity of possible dynamics is demonstrated. The growth rate \( g \) is positively correlated with the average node degree \( k \), because using divisions into three nodes will both speed up the growth of GNA and increase the node degrees. The distribution becomes broader and more sparse for smaller \( g \), and ends at \( g = 1 \) which is the necessary growth rate to maintain the structure. Below this value is the regime where GNAs become extinct quickly, hence no positive \( k \) values are calculated. It is also visible that there is a dense horizontal cluster around the area of \( 1 < g < 3 \) and \( k = 1.9 \). It was found that the generated GNAs were typically string-shaped in this area, where most nodes had two edges, resulting in \( k \) close to 2. Several samples of actual network topologies and their temporal changes are shown in Fig. 5, which confirms topological diversity generated by the GNA framework.

The difference of dynamics between different rules can also be seen in the time series plot of the node number \( N_t \) (Fig. 6),
Fig. 5. Several samples of actual network growth processes taken from the distribution in Fig. 4. Time flows from left to right in all cases. Dark gray (red) dots represent nodes in state 0, while light gray (blue) ones in state 1. Some GNAs develop complex three-dimensional structures, while others remain simple in a linear structure. Rule 1544.
where the rules may be roughly classified into (1) extinction or no growth, (2) rapid exponential growth, and (3) intermediate cases that exhibit slow and fluctuating growth. The last cases may be particularly interesting, because their growth processes could be sensitive to local conditions, sitting in the critical regime at the boundary between two different dynamics, or possibly regulated by some intricate mechanisms to slow down.

Figure 7 shows temporal changes of network topologies found in this intermediate cases. Their behaviors are characterized by relatively slow growth and occasional production of separated network fragments due to a disappearance of nodes, or a nonhomogeneous development of a linear GNA strand. The former may be viewed as a precursory process of biological replication. The latter may be qualitatively similar to Wolfram’s Class IV dynamics, here taking place in expanding 1-D CA arising on a GNA. These remain no more than a speculation at this time, and they will need further investigation.

VI. CONCLUSION

We proposed Generative Network Automata as a new generalized modeling framework that allows us to uniformly describe the dynamics of various complex systems that have been handled with different modeling techniques so far. We hope that it will help formulate many distinct complex systems in the same “format”, enabling one to compare those systems systematically, to identify their commonness and uniqueness, and to actively exchange knowledge between different fields. The preliminary results obtained in the exhaustive sweep of simple binary GNA dynamics revealed a large diversity of possible outcomes that may be modeled and simulated using this framework.

As our research on GNA is still at its launching stage, there are many things to be done in the near future. The effectiveness of GNA must be evaluated through its applications to the modeling of real biological, social, and/or engineered complex systems. Specific areas of application we are currently planning to include are the modeling of decentralized control mechanisms of multicellular organisms, team development and decision making processes in complex organizations, and dynamical hierarchies in evolutionary systems.

One problem that needs to be solved immediately is the computational inefficiency of our current GNA simulator. To resolve this problem we plan to develop a specialized modeling and simulation platform software that runs as a native application rather than a script implemented on another software. This new platform will be used for interactive modeling, analysis and visualization of results, as well as computationally efficient large-scale simulations of GNA. It would provide substantial horsepower for GNA research, similar to DDLab for dynamical systems research [42].
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Fig. 7. Characteristic network growth processes found in the intermediate cases indicated in Fig. 6. Rule 186 and 305 are typical examples that show occasional production of GNA fragments. 417 and 1479 are another set of examples that show nonhomogeneous growth of linear GNA strands.


