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We discuss the microcanonican ensemble in more detail

1. The number of states

System (2)
=

Energy-exchange

The total Hamiltonian consists of the Hamiltonian H; for the system 1 (the number of particles
N1) and the Hamiltonian H> for the system 2 (the number of particles N2)

Hy=Hy, +H,



The probability distribution function for the subsystem 1 is obtained as follows. We are not
interested in the state of the system 2. So we integrate f,,.("T") over all the variables of the

system 2. Then we get

S0 =[d"Tf,('T)
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where

I'" is a point of 6N dimensional phase space.
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Q(N,E, V)= j d"TS(E—-H,)
W(N,E,V,5E)=Q(N,E,V)SE

We note that the expectation value is defined by
(4), = [d"Tf,(T)ACT).

Using this definition, we have the expectation value
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Note that
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((Kubo))
We consider the two systems ( 1 and 2). When the energy of the system 1 is between E, and

E, +dE,, while the energy of the system 2 is £, and E, +dE,, the corresponding number of

states is given by
Q,(E\)OEQ, (E,)OE,

Suppose that £ = E, + E,. The number of states when the total energy is between E and
E+dE



[ [QUE)EQ,(E,)E, = E[Q(E)dEQ, (E - E)

E<FE1+E2<E+0E

28 Canonical ensemble
We consider the system (I) surrounded by the thermal bath (II). The total energy is kept
constant.

Thermal bath
EtotaI_E

Energy-exchange

The probability of finding the system between E and E +OE

Q(E)Qbath (Etoml - E)éE

S(E)SE =
Qtotal (E total )




Q,..,(E,., —E) is the density of state for the thermal bath. Q(F) is the density of state for the
system. Q2 ,(E,,,) 1s the density of states for the combined system (system and thermal ). The
entropy of the thermal bath is given by

0
kB ln Qbath (Etotal - E) = kB ln Qbath (Etutal ) - kB[ - ln Qbath (Etutal )]E + ...
total
2
= Sbath (Etutal) _ME + lMEQ +..
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where

kB ln Qbath (Etotal ) = Sbath (Etotul)

We define the temperature 7 (in thermal equilibrium) as

a‘S‘bath (Etotal) — l — ﬂ

aE total T ’
The energy is a function of 7. So we assume that 7 is an independent variable
Thus we get

kB ln Qbath (Etotal - E) = Sbath (Etotul) - kBﬁE

or

Qbath (E

total
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The probability is then obtained as

eXp[ Sbath](cEtotul)]Q(E) exp(—,b’E)éE
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or



exp[Sbath](CEmtal)]Q(E) exp(—,BE)éE
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or

Q(E)exp(=PE)
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where

Z.(B)= TQ(E )exp(—pFE) (sum of states, state-sum)

((Note))
We consider a function defined by

8(E) = ky In[Q(E)Q,,, (Epyy )] = by IN[QUE)] + ki In[Q,, (E,,)]
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Suppose that g(£) has a maximum at £ = E".
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The left-hand side is related to the system, while the right-hand side is related to the thermal bath.
We define the temperature 7 as

d ln Qbath (Ebath) — a‘gbal‘h — l

k
? dE bath aE bath T

where kg is the Boltzmann constant. We note that for the condition of local maximum, we need
the condition
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