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Abstract

This paper examines how recent econometric policy evaluation research on
monetary policy rules can be applied in a practical policymaking environment.
According to this research, good policy rules typically call for changes in the federal
funds rate in response to changes in the price level or changes in real income.
An objective of the paper is to preserve the concept of such a policy rule in a
policy environment where it is practically impossible to follow mechanically any
particular algebraic formula that describes the policy rule. The discussion centers
around a hypothetical but representative policy rule much like that advocated in
recent research. This rule closely approximates Federal Reserve policy during the
past several years. Two case studies—German unification and the 1990 oil-price
shock—that had a bearing on the operation of monetary policy in recent years are
used to illustrate how such a policy rule might work in practice. ‘

The econometric evaluation of monetary and fiscal policy rules using new
methods of “rational expectations” macroeconomice has been the subject
of substantially increased research in recent years.! A number of factors
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1The forthcoming volume by Bryant, Hooper, snd Mann (1993) summarizes much of
the empirical research with large multicountry models. A recent Federal Reserve System
conference summarined in Taylor (1992) was largely devoted to the analysia of policy rules.
A prototype empirical analysis was provided by Taylor (1979) with a fall multicountry
analysia described in Taylor (1083). Research by McCallum (1988) has also generated
considerable interest in econometric evaluation of policy rules. Much of the material in
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have motivated this research: the Lucas critique showing that traditional
econometric policy evaluation was flawed, the recognition that rational ex-
pectations does not imply monetary policy ineffectiveness, the finding that
credibility has empirically significant benefits, and the time inconsistency
demonstration that policy rules are superior to discretion. Although one
can find precursors of the new research on policy rules, the recent analy-
sis has been made possible by new solution and estimation techniques for
economy-wide equilibrium models, the development of empirical models of
expeciations-consistent wage and price dynamics, and the ability of multi-
country empirical frameworks to handle international capital flows in efficient
world markets.

The preferred policy rules that have emerged from this research have not
generally involved fixed settings for the instruments of monetary policy, such
as a constant growth rate for the money aupply. The rules are responsive,
calling for changes in the money supply, the monetary base, or the short-term
interest rate in response to changes of the price level or real income. Some
of the research has been quite precise about this response; the coefficients in
the algebraic formulas for the policy rules provide exact instructions about
how much the Fed should adjust its instrumenis each quarter in response
to an increase in the price level or an increase in real GDP. While the exact
coefficients differ from study to study, recently there has been some indication
of & consensus about the functional forms and the signs of the coefficients in
the policy rules.

Despite the emphasis on policy rules in recent macroeconomic research,
the notion of a policy rule has not yet become a common way to think about
policy in practice. Policymakers do not, and are not evidently about to, fol-
low policy rules mechanically. Some of the reasons are purely technical. For
example, the quarterly time period that has been used to evaluate policy in
most econometric models is probably too short to average out blipa in the
price level due to factors such as temporary changes in commodity prices.
On the other hand, a quarter is too long to hold the federal funds rate fixed
between adjustments. For example, when the economy starts into recession,
sharp and rapid interest-rate declines are appropriate. Many of these tech-
nical problems could be corrected, in principle, by modifications of these
policy rules. A moving average of the price level over a number of quarters,
for example, would be a way to smooth out temporary price flucluations.
Averaging real output—or nominal output—could also be considered. Going
to a monthly model—and taking even longer-moving averages—would be a
way to make the interest rate more responsive in the very short term. Such
generalizations are an important task for future research.

However, these modifications would make the policy rule more complex
and more difficult to understand. Even with many such modifications, it

196




is difficult to see how such algebraic policy rules could be sufficiently en-
cormpassing. For example, interpreting whether a rise in the price level is
temporaty or permanent. is likely to require ]ooking at several measures of
prices (such as the consumer price index, the producer price index, or the
employment cost index). Looking at expectations of inflation as measured
by futures markets, the term structure of interest rates, surveys, or forecasts
from other analysts is also likely to be helpful. Interpreting the level and
the growth rate of the economy’s potential output—which frequently is a
§actor in policy rules—involves predictions about productivity, labor-force
participation, and changes in the natural rate of unemployment. While the
analysis of these issues can be aided by quantitative methods, it is difficalt
to formulate them into a precise algebraic formula. Moreover, there will be
episodes where monetary policy will need to be adjusted to deal with special
factors. For example, the Federal Reserve provided additional reserves to
the banking system after the stock-market break of October 19, 1987 and
helped to prevent 2 contraction of liquidity and to restore confidence. The
Fed would need more than & simple policy rule ag a guide in guch cases.

Does all this mean that we must give up on policy rules and return to
discretion? In fact, arguments like the one in the previous paragraphs sound
much like those used by advocates of discretion rather than rules. Even
some of those who have advocated the use of rules in the past seem to have
concluded that discretion is the only answer. For example, David Laidler
(1991) argues, “We are left, then, with relying on discretionary policy in
order to maintain price stability.”

If there is anything about which modern macroeconomics is clear
however—and on which there is substantial consensus—it is that policy rules
have major advantages over discretion in improving economic performance.
Hence, it is important to preserve the concept of a policy rule even in an
environment where it is practically impossible to follow mechanically the al-
gebraic formulas economists write down to describe their preferred policy
rules.

The purpose of this paper is to begin to consider how the recent research
on policy rules might apply in such an environment. Section 1 starts with
some important semantic issues. Section 2 describes recent results on the
design of policy rules that form the basis for this research. Sections 3 and 4
consider the use of such policy rules in practice. For concreteness, I center
the discussion around a hypothetical but representative policy rule that is
much like that advocated in recent research. This policy rule also describes
recent Fed policy surprisingly accurately. I also discuss two case studies—
German unification and the 1990 oil-price shock—that had bearing on the
operation of monetary policy in recent years.
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1. Semantic issues

Thereimmidmhlcagreunenlumngmmniststhatapoﬁcyrulueed
notbeintuprdedmnoﬂyumtaiﬁngﬁmdseﬂinssforthepoﬁcyimtm
mepts. Altbongh the dassic rules vessus discretion debate was uaually careied
nnuiftheou]ypolicymkm%beconmntmthutemle{oﬂhemey
sapply,feedback ruls in which the mouey supply responds lo changes in un-
employment oc nflation ate also policy rules. In the area of fiscal policy, the
automatic stabilisers—iransler payments that automatically rise and fax rev-
eney that automatically grow moze slowly with a rise in the unemployment
Tale—can be inlerpreted a1 a “policy.” In the area of exchange-rale policy, a
fixed exchange-rate system i cleatly a policy rule, bot s0 are adjustable or
crawling pegs.

Moreover, in my view, a policy rule need not be & mechanical formala,
bt here there is move disagreement among economists. A policy rule can be
implemented and operaled more informally by policymakers who reconize
the genera instrument responses that undestie the palicy rule, but who also
recoguise that operating the rule requires judgment and cannot be done
by commpeter. This broadens the defnition of a policy rule significantly sad
permits the consideration of issues that would be excluded under the narrower
definition. By this definition, a policy rule would include a nomizal income
rule in which the central bank takes actions to keep nominal income on target,
bt it would not include pure discretionary policy.

In broadening the definition beyond mechanical formulas, I do not mean
to lose the concept of a policy rule enlirely. Under pure discretion, the set-
tings for the instruments of policy are determined from scraich each period
with no attempt 1o follow 4 reasonably well defined contingency plan for the
futare. A precise analytical distinction between policy rules and discretion
can be drown from the time-consistency literature, In three of the major
ooatributions—Kydlazd aad Prescott (1977), Bazro and Gordon (1983), or
Blanchard and Fiacher (1968)—s policy rule is referred to aa the “opimal,”
the “rules,’ or the “precommitted” solution, respectively, o a dypamic op-
timisation problem. Discretionary policy is referred to as the “inconsisteat,”
the “cheating,” or the “shortsighted” solution, respectively, That literature
demonstrales that the advantage of rules over discretion is bke the advantage
of a cooperaiive over a noncooperative sofution in game theory. This i cne of
the reasons that researchers have focused on poficy rules in recent normative
policy research.

As argued above, the term “policy rule* need not ecessarily mean either
a fixed seting fr the policy nstruments or a mechasical formula. Saying
%0, bowever, does not change common usage. Among most policymakers, the
term *policy rule” connotes either a fixed eekting for the policy instruments
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orag'mplisﬁc mechagical procedure. An aliemative termimology would help
fom.tteniononthcmneeptolapoﬁqm!eudcﬁndhm Fot exammple,
omdwnﬂiwwmhohymdopudhthelmmicw,f
the Prsident. “Policy rule" was replaced by “spsiemaiic policy” or some-
times by “policy systen” when a toun seemed mote appropriate. Fot exa-
ple, e 1990 Beonomic Report of the Presidet aid, "My Adninistakon
will .. suppart & cedibl, systemalic menetary polcy progran thak sustaine
mmmmwonomicgoﬂhwhikwﬁmllingmdmdudn‘mt (4,
talics added). The adjective “spstematic” i defived i the Oford Americsn
Dictionary s “methodical, acoonding o 2 plaa, aad not casually or e rao-
dom.” Rence, thia word connoles the important propertes of a policy rale
withot biinging along the baggage of fixed setings or mechanica frmulas

Withthisbroaderdeﬁnitiono[policymh,wmpaﬁngtheqummd
liffceot rolen becomes more challenging, Techuical y speaking, a plicy Tle
ig.mnﬁngmqplmthnhshfomuﬂmthaehmuplnt.m
clane. WhﬂBMWﬁthlmﬁiﬁﬂlybﬂm,ifapohqnﬂel.sh
hmuymaning.itmwtbeinphmionmablylongpemdofu.m
Fortmmmmicpoﬁcymh,mdbuﬁmwdquldmdy
benﬁdent.bntfotmmypwpwmﬂmmlddo!mtuwdl
Poﬁthlnudhmhammmitmthmywiththmhdtheymt.u
ga.inthudmnumofuedibiﬁtymodltedwitharuh Ifwmmicmly‘m
hhpdhm&cmmmwmwhmﬁmapdith@dmﬁﬂ}w
+f herale sobviuy required. I addiion, ecoanteric valatin of poly
rulen i of Bitle use i the policy rule is constaatly chasgioe. .

Aﬁnﬂmﬂtkpdnlrd&hhhmdiﬁumﬂypﬂofpoﬁqmmf@m
canhedum'bdunin;thalmgmgeofpolicymhlﬁnditusdulwdut}n-
gukhmmgtbreetypuo{poﬁqisuurdatedt?poﬁqmlx‘(l}them
ofapolicymle,(2)the}nﬂﬁgntolmﬂwym'le.m}mtudmmfl,
and(3)thedny—to-daygﬁaﬁmdapoliqrulemoe|lm.mpl.m As Twil
dum'bebduw,nutainpolicyuﬁomthtappwtobedmehmryunhe
intsptetedastrmitiom&omonepoliqutomothuurmupmd
the operation of an exsting policy Tule.

2, Policy design: the search for a good monetary policy rule

The policy desi huulmndd«inthispapcfoaumﬁr‘dyonmetﬂ!
poiqpoh'?;nd:g of fiscal policy miu—tutomhc stabilizers or buchTz
bmmwddumwwmmwm@- .
ddmofﬁsodpdithhwimporhntdmwofwmm_cpzﬁ
mﬂyﬁldapitepmbhnwithdimdimﬁaqlpohcyhumhc”

lismminmimpmmdmmmpoﬁqmdhdpma&
veossions, Towever, automatic stabilisers are
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beyosd macroemsnoaic policy. For exmple, changes n the progressivity
of the tax system affect the responsiveness of the automatic stabilizers o
ecopomse fuckuations but are nok made with stabilisation palicy in mind,

The forthconsing volume by Bryant, Hooper, aud Mann {1983) compares
what nine different multicountry econometric models say about the perfor-
mance of diffevent monskary policy ruls. Seven of the nine models are es-
fimaed rational expectations models. The models were developed by the
Intemational Monetary Pund, the Federal Reserve Boatd, the Department
of Finance ia Canada, aod several individual researchers.

Aﬂthepoliqmlamlu;tedintheBrymtwmparhunueinwst-mte
rules. The monebary sutharities are assumed to adjust their interest rale in
response either o (1) deviations of the money mupply rocn some target, (2)
deviations of the exchange rate from some tacget, or (3) weighted devialions
of the inflation: rale (or the price level) and real cutpat from some target,

There are substantial differences from model to model, and there is no
agreement on a partiondar policy rale with parlicular parameters. Yet, there
is some conseorss. The policy rules that focus on tbe exchange rate o
policies that focos on the money supply do not deliver as good s performance
(messared in output and price variability) aa poficies that focus on the price
Jeved and real output directly. In other words, monetary policy rules in which
the short-term intecest rate instrument i raised by the monetary authorities
if the price level and real fmoome are above a targel and is lowered if the
peice Jevel and res! income are below Largel, seem to work well. By how
mmch the interes! rate should change i sfill uncertain, but that & consensus
s emerging about a functional form is very promising.

My own research on policy rules reported in Taylor (1983) is generally
consistent with these results. Using my multicountry rational expectations
modd, ] simulated ecosomic performance of the G-7 countries under several
differeat rooaetary policy rules. Eoonomic performance was then examined
under the different palicy rales. The policy rules were ranked according to
bow wecoessful they were in achieving price stabikty and output stability.
The approach deals explicitly with several iasues raised by the Lucas aritique
of traditional econometric policy evaluation metbods. In faci, the three ex-
an.1plu used in $he origimal citique paper of Lucar—consumplion demand,
price determination, and investment demand—are part of this multicountry
model, Endogeniing expectations using the rational expectations assump-
tion, as Lucas did in ki cxiginal paper, i precisely what automatially hap-
pens in this model, To be sure, the equations of the model could benefit
from more theoretical ressarch, bat the approach does seem appropriate for
estimating the boag-term effects of different policy regimes.

‘The approach uses az empirically esbimated distribution of shocks. The-
oretioal studies we waeful for highlighting hey parameters that afiect the
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agsvers. For exammple, in 2 standard nonrational expectations model a fixed
exchange tate system will work beler if country-specifc shocks to the ig:
ity preereno equatons have & elativly lrge wiaac. T tht case
fixed exchange-rate vystem has the same advantages asinterest-rate targel
ing, On the other hand, a flexible exchange-rate system will work betier if
coniry-specific shocks o the conrumption of investment equations have a
reatively lasge variance. To get any farther than this voquires estimates of
the sine of the sbocks.

Fa the Bexible exchange-rate regime, T assumed that each central back
.djmibumwminm#mkminmmwhmpm
tevel and real output from & tacget. However, for the fived exchange-rate
mwn,theintuutrmintheindividmlwuatﬁummthmtindepm-
denlly of one otber. For example, if the Fed raised the Federal funds rate
above the Japanese call money rate, funds would fow quickly into the United
Smuputﬁngupwudprusureouthedoﬂumdthmhxgtheﬁmdnh
waless the Baak of Japan likewise raised the call money rate. [n order to
keep exchasge rates from fluctuating, therefore, a common target for the
tyorld" short-term interest rale st be chosen. Analogously with the flex-
ibleexduugmtewe,ilmmmcdthauhewoddlhm-mintml
rate rises if the world peice Jevel rises above the target.

My comparison of tbe lexible exchaage-rate system with {hefixed exchange
ntemtunnhmthsllheﬁudmﬁominmloutpntuemdlhrgainthe
United States, Frace, Germaay, Haly, Japan, and the United Kingdom when
xthange ralen are fixed, compared with when ey e Sexible. The stan-
dnrddevhtiouofoulputmﬂydoubhincmymdhpmundaﬁmd
exchangs rates in comparison with fexible exchange rates. The fuctuations
inredoutpntinCmdamalighﬂyhunduﬁmdrﬂathmundcrﬂeﬁ-
bhntu,butlherehadetuimﬁonofpﬁmhbiﬁtyiuﬂannd&undnﬁmd
txchaage rales. Achan;einlhc&nadiudnmticpolk‘ymkunderﬂuible
euhmgentuoouldeuilynntd:themﬁputnhbilityoﬂheﬁxedexdimge-
rake case with moee price stability. In th sease ihe fexible exchange rate
system dominates for el the couniries | considered.

]nﬂnﬁunpa{mmisdnbdwwiththeﬂexibleudmgemem-
tem than with the fixed-rate system. Price wiatility—as measured by the
atanduddeviationo[lheouqmldeﬂaiomoundihmget-ilgrminaﬂ
couuiries under fixed exchange ruies. Japan and Germazy have more than
twieeumlﬂpﬁcewlatiﬁtyundﬂthesyatunthﬂﬁmthdmchmgenu
with the dollar.

hlddithntoﬁndingthﬂithpldﬁlbhfwlhcmhﬂbmbto'd
Mﬂdntabudmemmkwndiﬁouinthﬁrmmniry(pa.nlns
B&Mhnhud:m;euh),themﬂbabwthﬂplﬁngapwﬁ\{e
wdghtmhothlhepﬁeelevdmdm]mtputinthehmt-nhmku
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pl‘ﬂfﬂlhle 1 most countries. Phdns Botme 'mighi on real Dulput wo[h
bettathmuimpleprioemk,butithnotclu.rwhethuth"dghton
output should be greater than or fest than the weight on the price level.
Agmadmdﬁm&omlkmmuhuhthﬂphdngmwdgmm@
outpnthlheimntemdionfundimhﬁkdyhbebdluthmapm
rice tule.

; Ahhunghthﬂehmtawmmﬁmtthedudthmdﬁdmhd
pohmlu,ilinudultomidﬂwhatmpmtalivepdithmigm
hokﬁke.Onepdicymlethﬂaptmthupiﬁtoﬁhemlmchmd
which is quite straightiorward is:

r=ptby+p-2+1 ()
where

1 irthe federal funds rate,
p it the rate of inflation over the previous four quaries
y  is the peroeat deviation of real GDP from a targel.

Thats,

y =100 - YY" where

Y isreal GDP,and

Y* s trend real GDP (equals 2.2 peroent per year from
10841 through 1992.3)

‘The pobicy rule in aquation (1) has the featurre that the federal frnds rate
rises if inflation increases above a targed of 2 perosat of if real GDP rises above
trend GDP. If both the inflation rate aud real GDP e on target, then the
federal funds rate would equal 4 peroent, or 2 percent in real terme. (Using
the inflation rate over the previous four quarters on the right-band side of
equalion (1) indicates that the interest-rate policy rule is written in “real®
tLerma with the lagged inflation rate serving as a proxy for expecied inflation.)
The -percent “equibbeium” real rate is close fo the asmmed sieady-state
growth rate of 2.2 percent, This policy rule has the same coefficient on the
deviation of real GDP from trend and the inflation rate.

The policy rule in equation 1 has the general properties of the rales that
have emerged from recent research, and the coeficients are round mmbers
that make for easy discussion. What is perhaps surprising is that this rule
fits the actual policy performance during the last few pears remarkably well,
Figure 1 shows the actual path for the federal funds rate and the path implied
by the example policy rle during the 19671902 period. There s 2 ignificant
deviakion in 1987 when the Fed reacted to the crash in the shock market by
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ing ioberent Tates. Tn this sense the Fed policy has been conducted as
if the Red had been following a palicy rule much ke the one called for by
recmk research on policy rules.

For completeness, the patha of the two factors in the policy rule are il-
lustrated in Figures 2 and 3. Note that according to this palicy rale, the
economy Was above tread in the Iske 1980e and fell below trend during the
1990-91 recession. The gap between actual GDP and trend GDP has nar-
rowed aaly alightly since the end of the 1990-5} recession, The inflation rete
is shown i Figure 3. It certainly appears that the changes in inflation and
real GDP izfluenced the path of the federal funds rale.

3, Discretion versus transitions bebween policy rules

Most macrocconomic research on policy rules bas focused o the desim of
such s, a5 summarized i the previous section, Questions about making a
transition from cae palicy rule toa new policy rule bave been given relatively
little attention. This situation is not weique to macrocconomics, In general,
econoiste have been better ak determining what type of systemm works best
thap st determining how to make a transition fo that system. In intemational
trade theory, a0t much is known sbout the appropriate apeod at which one
should move to free trade. Also, economists have shown the bepefis of
rmarkek economy, bt there i relaively lttle reseacch an the transition from
oe matamn to aoother. Because there has been readivel litte research in
this area and because the problems ave harder, there is less format framework
than there is for the design of poicy rules.

Ezamples of Iransitions

Suppwthﬂitbewmudwthttapoﬁqinopmhnismtpufoming
weﬂudthdampoﬁcymmldwwkm.smhumﬂq
that {be target inflation rate in the policy rue in the previous section is
showa o be too bigh. Rather than aim for a §-percent per year indation
ratqithmpindthﬂahrgdd%pawlpummddbebdﬁuﬁm
long-mnemnmicpaﬁwmmce.hthimmpk,mlythe‘intermpt‘tam
in the policy rule must be changod. This transition problem i, of course,
nione othe than the problem of disiflation.

Sinilar examples can be given foc fiscal policy rules. Amlogom.u‘u
changeinthehtmeptinthemewypolicymlemldbummm
tbmhhdgddcﬁcitshouldbebdmmdd{n]lnpluyml. Amlogm
10 & hange in the response coficieat would be & recogaiton that an -
minthempomofthemmﬁmnlﬂimhmicmdﬂw
would be desirable, The latter might eatail 8 chatge in the unemploymest

0

L



-~ s - en - -n an - Eg
& re r —

Mgure 1. Medaral funds rete and example policy rule.
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Pgure 3. Inflstion during provious 4 quarters (GDP daflator),
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unemgloyment beaefits are automatically paid

Why do we need any special treatment of these transitions? Firet, the
resenrch that underlies the design of policy rules assumes that expectations
are rational. This malkes sense when & policy i in operation for a kong
time. People will bave adjusied their bebavior to the policy i place, uad

o8 of policy and other variables are moet ikely to be unhiased.
Howevez, i the period immediately after a new palicy role has been pat in
place, people are unlikely either Lo know about ot undersiand the new policy
or 1o believe that policymakers are serious about maintainiag it. Simply
assuming thak people have rakional expectations and know the policy rle s
probablystreiching things during this traneiion peiod, nstesd, peope may
base their expectations partly on studying past policy in  Bayesian way;, or
by tring to aaticipste the crediblity of the new policy by studying the pust
vecouds of policymakers, or by assessing whelher the poicy will work.

Becanse expectations only gradually comverge during this raasition e
ﬁod,theimpactofthepolicymkonthemmmlybequihdiﬁemt
t hian projected by an analysis that assumes rational expectations. Thia prob-
\emn oflearning about a new policy during a transition was worked out in the
case of & change in the price level or inflation lazge in a very simple model
in Taykoe (1075). If the inital inflation rate ia above the Jongrun iflation
ra.te,uinthedisinﬂalionmmphgimabm,thmilisopﬁmltomh
the ex policy 15 redible as possible, Announing the policy and slarting
to use it s optimal. Howeves, in the case where initia conditions have
inflation rate lower than i8 optimal, a welfare function that includes both
inflation and yoemployment can be increased paly by gradually informing
thepubﬁc;buutlheplmtomovehtnewpdiq.lnthianmuudcm,lhe
predsemnuntofinformaﬁunturdeaamdnpuiodcmhmmpnhduﬂng
optimal control theory.

A second reason for worying about traositions i that there are natural
rigidiliuintheemomythﬂpmmlpwple&omchmgin;thehbehuior
instantly. Peoplemyhmmmmﬂtedtopmjectt,p]m,omntndnndu
the sseaption that the o policy was in place. Morcover, they may have
assamed that otber people they deal with have sinilar commitments. Loag:
term wage-sekting commitments aze primary excamples, but there are many
other, including long-term iavestrmeat projects and loan cootracts, Such
rigidiﬁumgutthatthetrmsiﬁontonewpoﬁcymlelhmldbegndud
and ssounced publicy. This gives poople & chance Lo varsvel previons
commitments without sigaificant losses.

hmyviwthmuemmyothuexmp!aolpoliqhuuthatmbe
uldﬂﬂlintupmﬁdutmdliouﬁomompolianhmtha.lnpm-
tice, boweves, there s litlle distinction between ruch traasiton snes and
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what sppeass {o be pure discretion, To highlight the distinction, | examined
two transition problems more explicitly in Taylor (1093): (1) the transition
lo a monetary policy rule with a rero-inflation tacged, and (2) the transi-
tion toward a fiscal policy rule with & balanced full-employment government
budget,

4. Discretion in the operation of policy rules

As stated in the introduction of this paper, operaling monetary policy by
mechanically following » poicy rule Bke equation 1 is not practical, But
how can the constructive results of research 28 summarized by such & palicy
rule be made operational? Using equation 1 s an example, | consider two
possibdlities. One is {o try to make use of the specific form of the policy
rule 3 one of the inpuls o central bank decision-making. A secoad is bo
list the general principles that underlie the policy rule and to leave it up to
the policymakers o decide the policy-setting without the gridance of the
algebeaic formuls. Some combization of these two options could also be
tried, After describing these two alternative approsches, I consider several
case studies to instrate how they might be used in practice.

Halisgwt of o specifc e

Policymakers, such a8 the members of the FOMG, currently base their deci-
sions on many factors: leading indicatoms, the shape of the yield curve, the
focecasts of the Fed staff models, elc. ‘There is 1o reason why a pobicy rule
mch s in equation 1 could not be added to the bist, at least on an experi-
mental basis, Bach time the POMC meet, the Bod staf conld be asked to
include in the briefing books mformation about how recest POMC dacisions
compare with the palicy rule. Forecasts for the next fow quarters~-3 regular
part of the staff briefing—conld contain forecasts of the federal funds rate
inplied by the policy rule. There are many variants on this idea, Fo¢ in-
stance, there could be 3 range of entries corresponding to pobicy rules with
diferent coeffcients, oc perhaps & policy rule where the growih rate of real
GDP rather than its level appears. Baods for the federal funds rake path
conld span these varixgly,

Al a miniuyam, experimenting with such a format would being attention
to the concept of a policy rule. “Learning by doing” with the role, bowever,
would Ekely bring changes and improvements in the rale and in the format for
peeseating and using the rule. If the policy rule comes 10 cose o dascribing
wctual Federal Reserve bebavior in recent years and if FOMC members be-
eve that such performance was good and should be replicated in the future
even uader a different sel of ircumstances, then a policy rule could provide
some gride to future decisions, This may be particulacly relevant when the
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menbentip of the FOMG changes Such  policy rele could become 3 guide
for future PFOMCa.

Making vse ofgemddmdn'ilﬁﬂqf?"h"!”‘”
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tomlhemdmypamludgebmwm Tnstead, it requires
achm:terhationuftheﬁmda.mhlpmpe.rhedtl.ie.mk Pai:mtlm
provide 3 useful snabogy- Patent luws establish the?n-nc:ple‘that inventors
who oblain a patent have the rights lomu‘hetthumvghonh;gm
pumbet of years. The details are let to patent office oficials and the oourt
m%mdnmtheﬁmbdmth:hndmhhmdthedmﬂu
| factors.

ﬂgmm‘::h.m:;of {he fundamental features of & mouetacy policy mlf:
i cqution | eresummaced i he 1900 ewemic Rpr of e Prs
denl 88,

TheFedenlEmvegmmﬂyiwmintwtn'mwhmin-
Ild'mwypressutmappwtoberisingmdhvm.mtmtra.tes
when inflationary presures aze abating and recession app«:,m.to
be more of & theeak.... Anmin;juthuwmdthepohcy‘m-
b i b
judgement. Thas, & policy approach o
dﬂuFOMGmxbmiawopmtemddmld}nmmed.
chzopa‘dingmwofpoﬁcyi...mumad.by.mw:m,
mepﬁhndﬁnpmtiththeinluutmihmyofw
demaand. (p. 85)
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Bven though the 1980s have shown 1hat money velociy ia not stable in the
short run, the long:run stabiity of the velocify of some monetary measures
allows coe to state bargets for the price Jevel, For example, with an estimated
secuhar growth of real outpus of 2} percent and a steady velocity, 2 money
powth raage of 24 percent lo 6} percent—the Fed's largets for 1992mould
iopy that e pice el o 0 b & prot pe et G
hiasen such as index number problems in measuring prices, the 2 percent per
your implcit tacgel infation rae is probably very chse fo price stabiity or
“ger0” infation.

Guse sivdy one: the oibprice shack of 1990

Operating & monetary policy rule i the face of an oilprice shock is difficut
and deserves particular study. It is even move difficalt f the shock ocom
during » trassition to a vew policy rule with kower inflation 28 perhaps was
occurring in the early 1990s. I focus bere on the events that followed the
Iraqi invasioa of Kuwait cn Angust 2, 1990.

‘The ail-price shock occurred aa the U.S. economy was growing slowly fol-
lowing the 1968-89 monelary Lightening—increases in the federal funds rate
that had been aimed af comiaining snd reducing the rate of inflation (see
Figare 1) E cne daracerines Fed actions i terms of the policy ree de-
sribed above, then the incresse in the foderal funds rate can be interpreted
w1 occarring for two reassns, First, economic growth in 1987 and 1888 was
very strong and inflation was rising; both factars would call for an incresse
in the faderal funds rate acooeding to a policy rule kke that i equation 1.
Moreover, the Fed had indicated that its inteation was to move the economy
foward peice stability, Jo otber words, the Fed bad been attemping fo grad-
ually disinflabe—bo mabe & tramition to greater price stability. In fact, the
mean of the.burgel growdh rale ranges for the M2 money supply had been
reduced from T peroent in 1987 to § percant in 1990, and was reduced o 4}
perceat in 1991. The explicit inteation of reducing the growth rate targets
wat to redwce the rate of inflation by g equivalent amoust,

Irag invaded Kuowsit on August 2, 1990. Iraq and Kiwait had together
been peoducing 43 millon barrels of all 4 day, and there was » threst fo
the eupoly of oil from Saudi Arabia, Nok surpeisingly the prics of ol rose
sharply from $21 per barved sk the ead of July to $28 00 August § and
eveatually toa peak of 4 in mid-October. The montbly average price rose
from $17 in July 0 $36 in Oclober. The efact thak thia increase in el prices
might have on the ecomery was of great concern, and major elforts were
pb in place 1o estimate the emoomic impacts, Task forces were assembled
and many models—both raditional and forward-looking—were simelated to
obhmemmtu The Councl of Economic Advisers published a consensus
esimoate thal 4 one:year temporary increast n oil prices of 50 percent could

il

——

temporaly vive te veall ric v (GDP delr) by ahot  perent
aad with 8 kngee Lag, cause el ouput b0 Gl by about he sane amoun
What should bethe monelary aad fscl plicy reacton o these hang?
suppoaethttanmdaquiqulﬁlthemdmibed;bmmh
place. Nmnw,eqmﬁmlmlduythatminminthecmw
bank'lintadt'uhhrgd—tdatiutowhtitothﬂilemnldbe-win
ordm‘;intheuhoﬂmnthepﬂcehdmldﬁnmkhmmlmlputmld
fall Hm,sudminbuut-nteimmmldheimpwﬁh
price levlris wastemporay aad woukd wou daappent. A more ompex
mhwith;hngamﬁngavaageofinﬂdimmﬂwﬁndminpw
including expected inflation might be more appropriate, but the paint here
i o kecp the ulesiople
hﬁd,mdyﬁdthcﬁmugatedthﬂtb:inmmldhem
. The fubures market fur oif was helphal in making this assessment,
Ahhou;hlheupotpﬂceforoﬂdouhhdbymidﬂdoba,lhzonf-m-ahud
futures pri mdmﬁﬂhmmlwlhmmmmly
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fhere was less consensus about continning bo beep “gystematic™ fiscal policies
in place than thete was about monetary policy.

The Gramm-Rudman-Hollings budget Law that was still in force in the
United States in-the sammer of 1990 &id not allow for the automatic stabi-
Hisers. Increases in the budget deficit whether cansed by new programs of by
the agtomatic stabiliners were against this law, and would result in acroes-
{he-board cuts in spending, The deficit tazgets would not change even if an
oll-prite shock worsened economic conditions. Hence, changes in this law
were noaded if the automatic stabilizers were to be allowed 10 help stabilise
the economy. The reviions in the budget Law worked out in the wecks fol-
lowing the oll-price abock required that the budget targets be adjusted for
changes in the econormy.

Case sindy two: the bond market, inflation and Germas waification
Asening whetheran increaein g teminerest et s due o an increase
i expecied fufiation o Lo an increae in the real inkerest raie i part of the
task of operating o systenudic monetary palicy rule. For example, if the
policy in to raise interest rales when infiation picks up, then a rise in long-
term iteres raden might sggent an incpient ris i nfltion and ight
make policymakers less willing io keep the shoet-lerm interest rate ateady,
even, if actual inflation does 2ok change. Bven so, that increase in Jong:-term
inberest rates could be due to other fackes, ruch as 1 shift in the demand for
iovestment o saving,

Such & sifuabion sroee in early 1990 before the oil shock discussed above.
After declining in the latter part of 1989, hung-term interest rates rose shasply
in.early 1990, Ten-pea Trearary boad yields rose by 75 basis points. Concern
about  tse i infiation could have caused this ncrease, and if 0 could have
caled for 2 postponerent of declines in inierest rabes that the monetary
policy rale would bave called for. Howene, considerabs evidence suggested
that otber fackars were responsible for the increase in kng-term rates.

The United States was ot the culy country to experiene an increase
10 long-term inferest rates. Germaay bad even larger increases, suggesting
the posshilty that real actors were behind the jucresse i interest rates, In
an integrated world eapital market, 1o nrease i interest rates in Germany
could be transmitted 0 U.5. interest rates,

In fack, there was & major change in Germany at this time that could
have had ech a0 impact on German bong-term rates—saticipations that
Bash Germazy and West Germany woukl be uniied and that the uification
wuld incresse the demnd for capital i Germany aad lead Lo an increase
in the government budged deficit in Germany. Greater irvesiment demand
would be expected 1o rane ceal interst raen in Germany ater n 1990 and
hm1,mdﬁwmmmmmm-mmm

1

immdmdy.lnfad,themﬁdpdedinmindumdforinmtmd
redmhmthnﬂsavingomedinlmutheuniﬁmhu.mkplm
Tn 1989, ibe West Geruuan bodgel was emenial in blance, with a sagphos
of.ipamldGDP.'I'ndmplmtmmddrmﬂﬂym;dgﬁmo{s.
pmgthDPinlm Hence, the timing turned out o be correct and
congifent with this explanation. .
Monebary poficy decisions in eacly 1900, however, conld not waik watil
1991 when evidence was avalable aboet uaificaton and ls impect. I exly
1g90||hemdysilhldiomlyoubrmst|mdmddinm]lamlo‘m:f
ghem@itudumphun’ble. luath:mds,mldmmmt@e
demand for capital in Germany of plaasible magnilades cause an incresse in
Mrded&emde?WuﬂammﬁyaM
e:q;lmﬁonTCahhﬁnnlmmdewith[mud-bokingmpmmlmdnh
Mode simulations suggested that icreases in inerest raes of sbout coe
mﬁntmmﬁd«ﬂﬁtbﬁmﬁﬂeh&mhhhﬂh
capitil Hmmhmhupededinﬂ;tiunmmlme‘dedhn-
plahthehmhhng-temmmm;mmgnﬂmthd
st plicy end 1ok e aduted

Concluding remarks

; eadesvared to siody the role of policy rules in 2 wocld whene
mh:ichmﬂhudndmhmdmdshwh‘!nﬁbem
jcally followed by policymaken. Shrﬁngwiﬂlthcmmnpt.mthatqm
aticmdaedfblehhwdmh-lihbehammpmgohfypdmm
ImMnmdwmhimporahmH{hbdnmmhad@pd—
icymaking. Clarification of terms, ditﬁngnishngbetmltlledafp,thc
tnuiﬁou,mdthequdionufpnliqmlm, mdactmllyuﬁmgspeaﬁfmh
wth&:gmdmahpo&y&edﬁmmnu!edlhedmw
Tmmﬁudiumdahypoﬂldialpolkymkdhmﬂdhwtheﬁm
could work in practice
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Introduction

John B. Taylor

This book has two broad goals. The first goal is to present econometric evi-
dence on which type of monetary policy rule is likely to be both efficient and
robust when used as a guideline for the conduct of monetary policy in the
United States. The second goal is to settle several current monetary policy
issues—such as the effects of uncertainty about potential GDP growth or the
role of the exchange rate in the setting of interest rates—that are most naturally
addressed within a framework of monetary policy rules.

To achieve these two goals, a number of economists who are actively en-
gaged in research on monetary policy put their econometric policy evaluation
methods to use in order to investigate various monetary policy rules. The econ-
omists then came together at a conference in the Florida Keys to discuss their
results with policymakers and other economists. This volume—including nine
papers, comments on the papers, and discussions from the conference—is the
outcome of that effort. Many researchers at universities, central banks, and
private financial institutions around the world are now using modem econo-
metric policy evaluation methods to analyze monetary policy rules. We are
fortunate that many of them—over 30 individuals are represented in the vol-
ume~—were #ble to participate in the project.

A Variety of Models and a Uniform Methodology

The research reported in this volume represents a wide variety of models.
The models differ in size: from 3 equations to 98 equations. They differ in de-
gree of openness; some are closed economy models, some are small open econ-

John B. Taylor is the Mary and Robert Raymond Professor of Economics at Stanford University
and a research associate of the National Bureau of Economic Research.

The suthor thanks Arturo Estrella, Robert King, Andrew Levin, Glenn Rudebusch, and Alex.
Wolman for helpful comments.
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2 John B. Tayloer

omy models, and some are large open economy models. The models also dif-
fer in degree of forward looking assumed, in the method of establishing a good
microeconomic foundation for the equations, and in the goodness of fit to the
data. Some models are estimated with formal econometric methods and fit
the historical data tightly. Others are calibrated using rules of thumb or infor-
mation from other studies, and they give rough approximations to historical
data.

To get a feel for the differences between the models, consider some key
features of the nine papers. The models developed by Bennett McCallum and
Edward Nelson, by Julio Rotemberg and Michael Woodford, and by Robert
King and Alex Wolman have a microfoundation built around a representative
agent framework in which a household maximizes utility over time. The rep-
resentative agent approach is attractive because it automatically builds in
people’s responses to policy and because it allows policy to be evaluated using
the utility function of the representative agent. These models tend to be smaller
than many of the other models in the volume, and they give rough approxima-
tions of the quarterly time series in the United States.

Like the models using a representative agent framework, the model used by
Nicoletta Batini and Andrew Haldane and the four models used by Andrew
Levin, Volker Wieland, and John Williams assume that agents have rational
expectations. However, the microeconomic foundations for these models are
separate decision rules for a household’s consumption or for a firm’s investment
and production, rather than explicit dynamic optimization of a representative
agent. These decision rules are motivated by rational behavior and frequently
have the same variables as the equations in the explicitly derived models. These
rational expectations models are generally more detailed, and they fit the data
better than the representative agent models.

The models used by Laurence Ball, by Glenn Rudebusch and Lars Svensson,
and by Arturo Estrella and Frederic Mishkin are non—rational expectgtions
models. In order to achieve better empirical accuracy (Rudebusch and Svens-
son) or to focus on other issues such as exchange rates (Ball) or measurement
error (Estrella and Mishkin), these models do not build in agents’ responses to
future policy decisions as the rational expectations models do—whether repre-
sentative agent models or not. These non-rational expectations models make
the simplifying assumption that the parameters will not change when policy
changes.

In contrast to these medel-based policy evaluation models, my own paper
in the volume uses a historical methodology to evaluate policy rules. This ap-
proach is similar to that used by Milton Friedman and Anna Schwartz in their
monetary history of the United States or to that of Christina Romer and David
Romer in their analysis of Federal Open Market Committee decision making.
Rather than testing policy rules in a structural model, this paper looks at dif-
ferent historical periods to see if different policy rules result in different

3 Introduction

macroeconomic outcomes. Moreover, the paper uses a general monetary the-
ory rather than a tightly specified model to interpret the Emﬁomm»_ data.

Despite these differences, the papers in the volume share an E.Eo_.gz com-
mon methodology that defines the state of the art in monetary policy ocw_cﬁn.os
research. First, each of the models is a dynamic, stochastic, general equilib-
riurn model. The relevance of expectations of the future and events of the past
to current decisions gives the models a dynamic feature. Shocks to E.omo._.osomm.
to technology, or simply to decision rules make the models .mﬂon_umm:o. The
term “general equilibrium” applies because the models pertain to the whole
economy, not to an individual sector of the economy. .

Second, each of the models incorporates some form of temporary =o==.=m_
rigidity, usually a variant of staggered wage or price setting, which H.mm:._a ina
short-run trade-off between inflation and output or unemployment. With sto-
chastic shocks, the short-run inflation-output relationship can be characterized
as a trade-off between the variance of inflation and the variance of output, but
none of the models has a long-run trade-off between the level of inflation and
unemployment. Several of the papers in the volume break new ground E.an-
eling price rigidities. For example, the paper by King E.a .ﬁomg annﬁm. a
firm’s pricing rule by analyzing how the firm would maximize _G uamna.ﬂ dis-
counted value in a setting where there are monopolistic competition and :.5?
gquent price adjustment opportunities. It is interesting to note Em.ﬁ the oc::.za
decision rules resemble the staggered price-setting equations studied by rn,.”_:.
Wieland, and Williams. King and Wolman show that staggered price setting
increases the costs of inflation, an issue that has not been raised in nﬁ:am, calcu-
lations of the welfare costs of inflation. Because of their explicit derivation one
can calculate the welfare costs of steady inflation with their model.

Third, for each model the variances can be computed directly or through
stochastic simulation, and the measure of economic performance depends on
the variance of inflation around the target inflation rate, the variance of real
output around a measure of potential or full-employment output, and, m.: some
cases, the variance of unanticipated inflation or the variance of the _Eo_.n.m,
rate. It is possible to feed these variances into an objective function that is
a weighted average of the variances, and in some of the papers Awoa:_cwﬂ.w-
Woodford and King-Wolman), the objective function is the same as the utility
function of the representative household.

These common features can be illustrated by noting that all the models can
be written in the following general form:

(1) ¥ = A(L,g)y, + B(L,gli, + u,.

This equation is the reduced-form solution to the model. The vector , contains
the endogenous variables. The scalar i, is the short-term nominal interest rate.
The vector #, is a serially uncorrelated random variable with covariance matrix
2.. The matrices A(L,g) and B(L,g) are polynomials in the lag operator L. These



4 John B. Taylor

matrix polynomials depend on the parameter vector g, which consists of all
the parameters in the policy rule. The policy rule itself can be written as

@ i, = G(L)y,,

where G(L) is a vector polynomial in the lag operator L. Making the parameter
vector g explicit in this notation emphasizes that reduced-form parameters in
A and B depend on the parameters of the policy rule, an important common
feature of these models. For the Ball model, the Rudebusch-Svensson model,
and the Estreila-Mishkin model, none of which are rational expectations mod-
els, the above equation for y, is the model itself. For the Rotemberg-Woodford,
McCallum-Nelson, and King-Wolman models, there are forward-looking ex-
pectations variables that enter through the Euler equations of the representative
agent’s optimizing problem; these have been solved out using a rational expec-
tations solution method to get the reduced-form equation for y,. For the Batini-
Haldane model and the four models considered by Levin, Wieland, and
Williams (Federal Reserve, Fuhrer-Moore, MSR, and linearized Taylor multi-
country), there are also forward-looking variables that have been solved out to
get the reduced-form equation.

Substitution of the policy rule for /, into the reduced-form equation for y,
above results in a vector autoregression in y,. The steady state stochastic distri-
bution of y, is a function of the parameter vector g of the policy rule. Hence,
for any choice of parameters in g one can evaluate an objective function that
depends on the steady state distribution of y, For example, if the loss function
is a weighted average of the variance of inflation and the variance of real out-
put, then the two diagonal elements of the covariance matrix corresponding to
inflation and real output are used. Using this approach, the papers in the vol-
ume present simulation evidence that helps determine the optimal policy rule,

I believe that there is much to be learned from these simulations, not only
from the tables and charts presented in the nine papers, but also from the com-
ments on the papers (many of which also contain new results) and the discus-
sions about the papers. Here I can only summarize some key results, Rather
than reviewing each paper and comment separately 1 will try to organize the
summary around the following key issues: (1) robustness of policy rules,
(2) usefulness of simple policy rules compared with complex rules, (3) role of
the exchange rate, (4) role of inflation forecasts, (5) importance of information
lags, (6) uncertainty about potential GDP or the natural rate of unemployment,
and (7) implications of the historical evidence.

Robustness of Policy Rules

A number of the papers in this volume propose specific monetary policy
rules. Some of these rules are modifications of policy rules that have been
proposed in earlier research. Others would involve more substantial changes.
Regardless of the specific form, each rule is proposed because, according to
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the model used in the research, the rule results in good macroeconomic perfor-
mance. But how robust are the proposed rules? How would the rule proposed
by one researcher stand up to scrutiny by other researchers using different
models and methods? To answer these questions we asked researchers who
participated in the conference to investigate the other rescarchers’ proposals
for policy rules using their own models. We did not specify what model
(whether large or small, rational or nonrational) should be used. That decision
was left up to the researchers. In the end, nine models were used in this ro-
bustness exercise. The models, all described in the conference papers pub-
lished in this volume, are

Ball model

. Batini-Haldane model

. McCallum-Nelsor model

. Rudebusch-Svensson model

. Rotemberg-Woodford model
Fuhrer-Moore model

. MSR (small Federal Reserve model)

. FRB/US (large Federal Reserve model)
. TMCM (Taylor multicountry model)

The last four of these models (6 through 9) are used in the paper by Levin,
Wieland, and Williams, which is a robustness study itself as the title indicates.

Of course, these nine models do not include all possible models that could
be used for a robustness study. For example, as part of their comment on the
Levin, Wieland, and Williams paper, Lawrence Christiano and Christopher
Gust analyze several monetary policy rules using a type of model much differ-
ent from those used in the other papers. The short-run monetary nonneutralities
in the Christiano-Gust model are based on limited participation in financial
markets rather than on temporary price and wage rigidities. Christiano and
Gust report deterministic simulations and a stability analysis that tend to favor
money supply rules over interest rate rules. Note also that the King and Wol-
man paper was not included in the robustness analysis because the authors
believe that their type of model is in an early stage of development, and they
are hence not ready to make an empirical identification of business cycle deter-
minants in the way that the robustness analysis requires.

Five different policy rules were selected for the robustness exercise. These
rules are of the form

Amw h.. = W.-.._._.__ + %__v__ + “:.T_.

where i is the nominal interest rate, 1 is the inflation rate, and y is real GDP
measured as a deviation from potential GDP. (The intercept term is ignored
here.) The coefficients defining the five policy rules are shown in table 1.
Rules I and II have the interest rate reacting to the lagged interest rate with
a response cocefficient of one. Rule I has a high weight on inflation compared
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Table 1 Five Conference Rules
Rule 2. g, p
I 30 08 10
| 1.2 16 10
1 H 1.5 0.5 0.0
v 15 1.0 0.0
\' 1.2 0.06 1.3

to the weight on output, and rule II has a smaller weight on inflation compared
to output. These two rules are referred to as interest-rate-smoothing rules and
are the type of rule favored in the simulations in the Levin, Wieland, and Wil-
liams paper, though not necessarily with these coefficient values on inflation
and output. As I show below these rules sometimes result in more interest rate
volatility than rules that do not involve a reaction to the lagged interest rate.
Rule IT is the simple rule that I proposed in 1992 after considering the policy
evaluation resuits from a number of multicountry models. Rule IV is much
like rule 11T except there is a coefficient of 1.0 rather than 0.5 or real output.
The simulation results of several researchers, including Laurence Ball and
John Williams, indicate that the interest rate should respond about twice as
aggressively to output than the 0.5 response coefficient in the simple rule that
I proposed. Rule V is the rule favored in the paper by Rotemberg and Woodford
in this volume. This rule is distinctive in that it places a very small weight on
real output and a very high weight on the lagged interest rate.

Of course, the policy rules in table 1 do not exhaust all possible policy rules.
Table | omits rules for the money supply, such as constant growth rate rules.
Moreover, two policy rules for the interest rate proposed in this volume-—the
rule that reacts to exchange rates examined by Ball and the inflation-forecast
rules examined by Batini and Haldane and by Rudebusch and Svensson—
could also be subjected to robustness analysis. They were not part of this ro-
bustness exercise because many of the models do not have exchange rates and
because the inflation-forecast rules are themselves model specific, making ro-
bustness tests more difficult, as explained in the comment by James Stock in
this volume. Although it is quite possible that another policy rule would do
better than any of the five policy rules listed in table 1, these rules represent
the degree of disagreement that currently exists about the most appropriate
form for policy rules.

Assessing the robustness across models is difficult because different models
have different absolute measures of performance. One model might show that
all the rules work much better—have smaller fluctuations in inflation or real
output—than another model shows. In fact, this is the case for the models in
this robustness study. For example, the Batini-Haldane model and the Fed’s
small mode]l (MSR) imply that much better economic performance can be
achieved by following an optimal rule than the Fuhrer-Moore model implies.
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Moreover, these performance differences across models are fairly arbitrary, be-
cause the size of the variances of the shocks in i, (or more generally the magni-
tude of each element in the covariance matrix ¥)) is assumed in some models,
Even in the models where the covariance matrix of the shocks is estimated
using formal econometric methods, the estimates depend on arbitrary choices
about specification—such as how many lagged endogenous variables or exog-
enous variables are placed in the model. This lack of uniformity in absolute
performance measures means that one must focus on rankings of rules across
different models. An analogy with expert evaluation in other areas is useful.
Consider wine tasting (an analogy pointed out to me by Orley Ashenfelter). A
panel of experts is asked to evaluate different wines. But some tasters tend to give
high ratings and some tasters tend to give low ratings. Looking at the average
rating across tasters will be a mistake because the tasters who give high scores
will have greater influence on the average than tasters with low scores. How-
ever, by first converting the scores of each taster into a simple ranking of each
taster and then adding up ranks, one can eliminate this scale effect. Similarly,
one can consider pairwise rankings between two wines that differ in a key
characteristic. Of course, in this book we have policy rules rather than wine
and models rather than tasters, but the principle is the same.

Consider using this approach to determine the robustness of policy rules that
are more responsive to output in comparison to rules that are less responsive,
In other words, is the finding that one policy rule is better than another policy
tule a robust finding that stands up against the different models in this book?
Consider rule I and rule IV, for example. As stated earlier, several researchers
have suggested that rale IV is better than rule Il in the sense that the variability
of inflation and real output is less with rule IV than with rule II1. Is this finding
robust? Table 2 shows the standard deviations of inflation rate, real output, and
interest rate for rule 11 and rule IV. These standard deviations are obtained
from the covariance matrix of the endogenous variables, Several conclusions
can be drawn from table 2. First, it is clear that a finding that rule IV dominates
rule I is not robust across models. For all models, rule IV gives a lower vari-
ance of output than rule IIf does, which is not surprising with the higher weight
on output in rule IV. But for six of the nine models rule IV gives a higher
variance of inflation. Raising the coefficient on real output from 0.5 to 1.0 rep-
resents a trade-off between inflation variance and output variance. The change
in average standard deviations across all the models shown in table 2 indicates
such a trade-off, but rule IV’s increase in average inflation variability is small
compared with the decrease in average output variability. (To be sure, this aver-
age change may be influenced by the lack of uniformity in absolute perfor-
mance levels discussed above.) If we also consider the variability of the interest
rate, then the finding that rule IV is better than rule III is even less robust: rule
I is higher than rule IV in seven of the eight models that reported interest
rate variances. (The average interest rate variance across models is higher with
rule IV, though that result is also affected by the arbitrariness of a cardinal
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Table 2 Comparative Performance of Two Conference Policy Rules
Standard Deviation
Model Inflation Output Interest Rate
Rule 1T
Ball 1.85 1.62 -
Batini-Haldane 1.38 1.05 0.55
McCallum-Nelson 1.96 1.12 394
Rudebusch-Svensson 3.46 2.25 494
Rotemberg-Woodford 2.7 1.97 4.14
Fuhrer-Moore 263 2.68 3.57
MSR 0.70 099 1.0t
FRB 1.86 292 2.51
TMCM 2.58 2.89 4,00
Average 2.13 1.94 282
Rule IV
Ball 2,01 i.36 -
Batini-Haldane 1.46 092 0.72
McCallum-Nelson 1.93 L.10 3.98
Rudebusch-Svensson 352 1.98 497
Rotemberg-Woodford 2.60 1.34 4,03
Fuhrer-Moore 2.84 2.32 3.83
MSR 0.73 0.87 1.1%
FRB/US 2.02 221 3.16
TMCM 2.36 255 4.35
Average 216 1.63 303

scale.) One could formalize these ranking calculations by putting weights on
the three standard deviations and then ranking the rules in terms of the values
of the objective function in each model. Rule III would rank above rule IV for
relatively high weights on inflation and interest rate variability, while rule IV
would rank better for high weights on output variability.

Now consider the relative robustness of the three rules that respond to the
lagged interest rate (rules I, If, and V) as shown in table 3. Each of these three
rules has exactly the same functional form as the others. Hence, this robustness
analysis considers the appropriate size of the response coefficients for rules
having this functional form. The sum of the ranks of the three rules shows that
rule T is most robust if inflation fluctuations are the sole measure of perfor-
mance; it ranks first in terms of inflation variability for all but one model for
which there is a clear ordering. For output, rule IT has the lowest (best) sum of
the ranks, which reflects its relatively high response to output. However, re-
gardless of the objective function weights, rule V has the highest (worst) sum
of the ranks for these three policy rules, ranking first for only one model (the
Rotemberg-Woodford model) in the case of output. Comparing these three
rules with the rules that do not respond to the lagged interest rate (rules Il and
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Table 3 Three Conference Rules That React to Lagged Interest Rates
Standard Deviation
Model Inflation Cutput Interest Rate
Rule I
Ball 2.27 23.06 -
Batini-Haldane 0.94 1.84 1.79
MecCallum-Nelson 1.09 1.03 5.14
Rudebusch-Svensson oo oo =
Rotemberg-Woodford 0.81 2.69 2.50
Fuhrer-Moore 1.60 515 15.39
MSR 0.29 1.07 1.40
FRB/US 1.37 277 711
TMCM 1.68 2.70 6.72
Rule IT
Ball 2.56 2.10 -
Batini-Haldane 1.56 0.86 0.99
McCallum-Nelson 1.19 1.08 4.41
Rudebunsch-Svensson o oo 3
Rotemberg-Woodford 1.35 1.65 2.53
Fuhrer-Moore 217 285 8.61
MSR 0.44 0.64 1.35
FRB/US 1.56 1.62 4.84
TMCM 1.79 1.95 5.03
Rule V
Ball o - o
Batini-Haldane o oa oo
McCallum-Nelson 1.31 1.12 2.10
Rudebusch-Svensson o oo o
Rotemberg-Woodford 0.62 3.67 1.37
Fuhrer-Moore 7.13 21.2 212
MSR 0.41 1.95 1.31
FRB 1.55 6.32 4,67
TMCM 2.06 4.31 424

IV, in table 2) shows that the lagged interest rate rules do not dominate rules
without a lagged interest rate. Note that the variance of the interest rate is
highest for the rules that react to the lagged interest rate according to many of
the models. Table 3 also indicates a key reason why rules that react to lagged
interest rates work well in some models and poorly in others in comparison
with the rules without lagged interest rates. For a number of models the rules
with lagged interest rates are unstable or have extraordinarily large variances.
Observe that the models that give very poor performance for the lagged inter-
est rate rules are the non-rational expectations models. These rules rely on
people’s forward-looking behavior: if a small increase in the interest rate does
not bring inflation down, then people expect the central bank to raise interest
rates by a larger amount in the future. But in a model without forward looking,
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it is obviously impossible to capture this forward-looking behavior. Because
rule V has a lagged interest rate coefficient greater than one, it greatly exploits
these expectations effects and is less robust than the other rules when evaluated
with non-rational expectations models. These results illustrate the importance
of forward-looking behavior. In his comment on the McCallum and Nelson pa-
per, Mark Gertler reports on some preliminary estimation results that may help
determine whether models are too forward looking or not forward looking
enough.

Many more robustness findings can be found in the individual papers. Al-
though this robustness analysis is very informative, I think it just touches the
surface of what can now be done. It would be useful to do this type of robust-
ness analysis for many more policy rules, including rules with the exchange
rate, the forecast of inflation, or even more complex rules, There are also im-
portant statistical issues, such as measures of significant differences across
models arising from the use of rank orders in robustness analysis. In fact, the
subject of robustness arose in many of the comments and the discussions at
the conference.

For example, in his comment on Ball’s paper, Thomas Sargent calculates an
altemnative policy rule that is robust to changes in the serial correlation struc-
ture of the model. In effect, Sargent looks for rules that are robust if the u, in
the notation of equation (1) were serially correlated rather than uncorrelated.
Sargent finds that in his robust version of Ball’s policy rule, the interest rate
responds even more aggressively than the relatively aggressive rule IV above.

Stock’s comment on the paper by Rudebusch and Svensson also calculates
a robust policy rule. In contrast to Sargent’s focus on robustness to different
serial correlation assumptions, Stock’s policy rule is meant to be robust to dif-
ferent values of the parameters in the IS equation and the price adjustment
equation in the Rudebusch-Svensson model. Stock’s robust rule is a minimax
policy with respect to this parameter uncertainty. Like Sargent, Stock finds that
the optimal policy should be more aggressive in responding to inflation and
output than the simple rules III and IV. Sargent’s and Stock’s findings that ro-
bust policy rules are more aggressive generated much discussion at the con-
ference.

The Usefulness of Simple Rules Compared with Complex Rules

All five conference rules have a simple functional form, so the results in
tables 2 and 3 are not helpful in determining how useful simple rules are com-
pared to complex rules. But several of the papers in the volume address this
question. Rudebusch and Svensson find that simple rules perform nearly as
well as the optimal rule in their model. Levin, Wieland, and Williams show
that simple rules are more robust across models than more complex optimal
rules, Their paper reports on a robustness analysis of simple rules versus opti-
mal rules in four models. They find that optimal rules from one model perform
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much worse than the simple rules when simulated in other models. Evidently,
the optimal rule exploits properties of a model that are specific to that model,
and when the optimal rule is then simulated in another model those properties
are likely to be different and the optimat rule works poorly.

Role of the Exchange Rate

What is the appropriate role for the exchange rate in a monetary policy rule?
This question is obviously very important for small open economies that oper-
ate under a flexible exchange rate system, but it may be an important issue for
larger areas such as the European Central Bank.

The paper by Laurence Ball uses a small open economy model to assess the
role of the exchange rate in a monetary policy rule. Ball shows that adding the
exchange rate to simple policy rules, such as rule III and rule IV, can improve
macroeconomic performance in his model. He adds the exchange rate to the
simple policy rules in two places: (1) the monetary conditions index—a
weighted average of the interest rate and the exchange rate—replaces the inter-
est rate as the policy instrument, and (2) the lagged exchange rate is added to
the right-hand side of the policy rule along with the inflation rate and real
output. Alternatively stated, Ball adds both the current and lagged exchange
rate to the right-hand side of the policy rule for i, Holding inflation variability
corstant, Ball finds that the standard deviations of output can be reduced by
about 17 percentage points by giving the exchange rate a role in the simple
policy rule. It would be interesting to see whether this result is robust. Because
many of the models in this book are closed economy models, a robusiness
study will have to be the subject of future research.

Role of Inflation Forecasts

The papers by Batini and Haldane and by Rudebusch and Svensson focus
on another key policy issue. They examine whether policy rules in which the
interest rate adjusts to forecasts of future inflation perform better than simple
rules, such as rule 11T and rule IV, that respond to current inflation and real
output. Rules that respond to the forecast of inflation rather than actual infla-
tion are frequently referred to as “forward-looking™ rules, but since forecasts
are based on current and lagged data, these rules are no more forward looking
than “backward-looking” rules. Inflation-forecast rules implicitly respond to
other variables in addition to output and inflation if such variables are useful
predictors of future inflation; hence, these rules could in principle work better
than rules such as mle III and rule I'V.

The papers by Rudebusch and Svensson and by Batini and Haldane examine
a number of inflation-forecasting rules with different forecast horizons and
parameters. Both papers report that for the appropriate forecast horizon (usu-
ally greater than one year) and for the appropriate response coefficient,
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inflation-forecast rules can improve performance slightly compared with other
simple rules. Batini and Haldane report that an inflation-forecast rule with a
six-quarter forecast horizon reduces the standard deviation of inflation by 0.1
percentage points (from 1.4 to 1.3 percent) and the standard deviation of out-
put by 0.2 percentage points (from 1.1 to 0.9 percent) compared with rule ITL

Importance of Information Lags

Another policy question addressed by the models in this book is the effect
of information lags on monetary policy rules. For example, Bennett McCallum

has argued that it is not realistic to assume, as in equation (3), that policy -

can respond to current-quarter values, and that estimated perfermance would
deteriorate if policymakers could only react to the most recently available data.
To investigate this problem the researchers were asked to evaluate the perfor-
mance of the following lagged version of the policy rule in equation (3):

4) i =gm  t gy, + pi .

To be sure, it is not clear that equation (4) is any more realistic than equation
(3) because policymakers have some current-period information available
when they make interest rate decisions. In any case, there is virtually unani-
mous agreement among the models in the book that this one-quarter lag has
little effect on economic performance. The variances of inflation and output
increase by only a small amount when equation (3) is replaced by equation
(4). Hence, it appears that this kind of information lag does not have major
implications for policy rules.

Uncertainty about Potential GDP and the Natural Unemployment Rate

In his comments on the Batini and Haldane paper, Donald Kohn emphasizes
that economic uncertainty —especially about potential GDP—poses a serious
problem for monetary policy rules. Of course, assessing the effects of general
model uncertainty, and the robustness of different policy rules to this uncer-
tdinty, is a major aim of this book. Two papers in the book specifically address
the issue of uncertainty about potential GDP or the natural rate of unemploy-
ment. McCallum and Nelson examine the impact of making gross errors in
estimating the trend in real GDP. They find that big errors lead to a big deterio-
ration in perfoermance. Similarly, Estrella and Mishkin show that errors in mea-
suring the natural rate of unemployment lead to a worsening of performance.
However, Estrella and Mishkin also show that uncertainty about the natural
rate of unemployment or potential GDP is additive uncertainty; therefore, the
form of the policy rule should not be affected by such uncertainty. Only in the
case of multiplicative uncertainty would the policy rule itself be different.

i3 Introduction

Historical Evidence

Historical analysis of policy rules complements the evidence about the inter-
est rate response to inflation and output found in the simulations. As I show in
my paper the estimated response coefficients of monetary policy were much
larger in the 1980s and 1990s in the United States than they were during the
late 1960s and 1970s. Moreover, the response coefficients appear to have been
even lower during the international gold standard period from 1880 to 1914
when inflation and real output were less stable. For example, the estimated in-
flation response coefficient is about 0.8 for the 1960s and 1970s compared to
about 1.5 for the 1980s and 1990s, nearly twice as large. Since the inflation rate
and real output were much more stable in the 1980s and 1990s than in the late
1960s and 1970s, or than in the international gold standard period, the result
supports the mode! simulations that predict that such a change would take
place. Similar results for the later two periods are reported in recent papers by
Judd and Rudebusch (1998) and by Clarida, Gali, and Gertler (1998) as dis-
cussed in the comment on my paper by Richard Clarida.

Conclusion

Of the many important findings in this volune several seem particularly
important to me. First, the model simulations show that simple policy rules
work well; their performance is surprisingly close to that of fully optimal poli-
cies. Second, the simulations show that the gains reported in earlier research
from using rules with high response coefficients are not robust to the variety
of models considered in this volume; however, new approaches to robustness
discussed in the volume suggest that rules that are robust to certain kinds of
uncertainty may be more aggressive. Third, simulation results show that simple
policy rules are more robust than complex rules across a variety of models.
Fourth, introducing information lags as long as a quarter does not affect the
performance of the policy rules by very much. Fifth, the historical analysis
finds a significant comrelation between policy rules and economic performance.

The areas of disagreement are also important. First, there is disagreement
about whether central banks should react to the exchange rate when setting
interest rates, or whether they should use a monetary conditions index. Second,
there is disagreement about whether policy should respond to the lggged inter-
est rate. Third, there is disagreement about whether the interest rate should
respond solely to a measure of expected future inflation, rather than actual ob-
served values. In these cases of disagreement, the papers are useful in deter-
mining what features of the models lead to the differences. This will be helpful
in future research.

These remaining uncertainties and disagreements indicate that there is more
work to do in this area. There is much to be learned from studying the many
simulations already performed for this volume. The robustness analysis in this
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book, which is the focus of so many of the papers, comments, and discussions,
makes a good start, but it has only scratched the surface. Improving the models,
considering additional models, expanding the analysis to other countries, and
examining more rles are all essential,

In the meantime, it is wise for policymakers to work with a collection or
portfolio of policy rules as mentioned by Martin Feldstein in his comment on
the Rotemberg and Woodford paper. Such a portfolio might include the rules
of the type examined in table 1. When I proposed a specific simple policy rule
in 1992 I suggested that the rule be used as a guideline along with several
other policy rules. In his comment on the King and Wolman paper, Benjamin
Friedman mentions the distinction between using a monetary policy rule as
a guideline and using the rule mechanically, Although all the rules in this
book can be written down algebraically—indeed that is one of their main ad-
vantages—at least for the near future they will probably be more useful as
guidelines than as mechanical formulas for policymakers to follow exactly.
By carefully studying the results in this volume, I hope that researchers and
policymakers can make monetary policy rules even more useful in the future.
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7 A Historical Analysis of
Monetary Policy Rules

John B. Taylor

This paper examines several eras and episodes of U.S. monetary history from
the perspective of recent research on monetary policy rules.! It explores the
timing and the political economic reasons for changes in monetary policy from
one policy rule to another, and it examines the effects of different monetary
policy rules on the economy. The paper also defines—using current informa-
tion and the vantage point of history—a quantitative measure of the size of
past mistakes in monetary policy. And it examines the effects that these mis-
takes may have had on the economy. The history of these changes and mistakes
is relevant for monetary policy today because it provides evidence about the
effectiveness of different monetary policy rules.

The Rationale for a Historical Approach

Studying monetary history is, of course, not the only way to evaluate mone-
tary policy. Another approach is to build structural models of the economy and
then simulate the models stochastically with different monetary policy rules.

Joha B. Taylor is the Mary and Robert Raymond Professor of Economics at Stanford University
and a research associate of the National Bureau of Economic Research.

The author thanks Lawrence Christiano, Richard Clarida, Milton Friedman, conference partici-
pants, and participants in seminars at the Federal Reserve Bank of Minneapolis, Lehigh University,
and Wayne State University for very helpful comments.

1. In this paper a monetary policy rule is defined as a description—expressed algebraically,
numerically, graphically—of how the instruments of policy, such as the monetary base or the
federal funds rate, change in response to economic variables. Thus a constant growth rate rule for
the monetary base is an example of a policy rule, as is a contingency plan for the monetary base.
A description of how the federal funds rate is adjusted in response to inflation or real GDP is
another example of a pelicy rule. A policy rule can be normative or descriptive. According to this
definition, a policy rule can be the outcome of many different institutional arrangements for mone-
tary policy, including gold standard arrangements in which there is no central bank. The term
regime is usually used more broadly than the specific definition of a policy rule used in this paper.
E.g., the term “policy regime” is used by Bordo and Schwartz (1999) to mean people’s expecta-
tions as well as the institutional arrangements.
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A model economy provides information about how the actual economy would
operate with different policies. One monetary policy rule is better than another
monetary policy rule if it results in better economic performance according to
some criterion such as inflation or the variability of inflation and output.? This
model-based approach has led to practical proposals for monetary policy rules
(see Taylor 1993a), and the same approach is now leading to new or refined
proposals. The model-based approach has benefited greatly from advances in
computers, solution algorithms, and economic theories of how people forecast
the future and how market prices and wages adjust to changing circumstances
over time,

Despite these advances, the model-based approach cannot be the sole
grounds for making policy decisions. No monetary theory is a completely reli-
able guide to the future, and certain aspects of the current models are novel,
especially the incorporation of rational expectations with wage and price rigid-
ities. Hence, the historical approach to monetary policy evaluation is a neces-
sary complement to the model-based approach. By focusing on particular epi-
sodes or case studies one may get a better sense about how a policy rule might
work in practice. Big historical changes in policy rules—even if they evolve
slowly—allow one to separate policy effects from other influences on the
economy. Because medels, even simple ones, are viewed as black boxes, the
historical approach may be more convincing to policymakers.* Moreover, case
studies are useful for judging how much discretion is appropriate when a pol-
icy rule is being used as a guideline for central bank decisions.

Overview

I begin the analysis with a description of the framework I use to examine
the history of monetary policy rules. I focus entirely on interest rate rules in
which the short-term interest rate instrument of the central bank is adjusted in
response to the state of the economy. When analyzing monetary policy using
the concept of a policy rule, one must be careful to distinguish between instru-
ment changes due to “shifts” in the policy rule and instrument changes due to
“movements along” the policy rule. To make this distinction, I assume a partic-
ular functional form for the policy rule. The functional form is the one I sug-
gested several years ago as a normative recommendation for the Federal Re-
serve (Taylor 1993a). According to this policy rule, the federal funds rate is
adjusted by specific numerical amounts in response to changes in inflation and

2. Examples of this approach include the econometric policy evaluation research in Taylor
(1979, 1993b), McCailum (1988), Bryant, Hooper, and Mann (1993), Sims and Zha (1995), Ber-
nanke, Gertler, and Watson (1997), Brayton et al. (1997}, and many of the papers in this confer-
ence volume.

3. In fact, the historical approach is frequently used in practice by policymakers, although the
time periods are so short that it may seem like real-time learning, If policymakers were using a
particular type of policy and found that it led to an increase in inflation, or a recession, or 2
slowdown in growth, then they probably wauld, at the next opportunity, change the policy, learhing
from the unfavorable experience.
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real GDP. This functional form with these numerical responses describes the
actual policy actions of the Federal Reserve fairly accurately in recent years,
but in this paper I look at earlier periods when the numerical responses were
different and examine whether economic performance of the economy was any
different.

I examine several long time periods in U.S. monetary history, one around
the end of the nineteenth century and the others closer to the end of the twenti-
eth century. The earlier period from 1879 to 1914 is the classical international
gold standard era; it includes 11 business cycles, a long deflation, and a long
inflation. The later period from 1955 to 1997 encompasses the fixed exchange
rate era of Bretton Woods and the modern flexible exchange rate era, including
7 business cycles, an inflation, a sharp disinflation, and the recent 15-year
stretch of relatively low inflation and macroeconomic stability. The change in
the policy rule over these periods has been dramatic. The type of policy rule
that describes Federal Reserve policy actions in the past 10 or 15 years is far
different from the ones implied by the gold standard, by Bretton Woods, or by
the early part of the flexible exchange rate era.

It turns out that macroeconomic performance—in particular, the volatility
of inflation and real output—was also quite different with the different policy
rules. Moreover, the historical comparison gives a clear ranking of the pol-
icy rules in terms of economic performance. To ensure that this ranking is
not spurious—reflecting reverse causation, for example—I try to examine the
reasons for the policy changes. I think these changes are best understood as
the result of an evolutionary learning process in which the Federal Reserve—
from the day it began operations in 1914 to today—has searched for pelicy
rules to guide monetary policy decisions and has changed policy rules as it
has learned,

I then consider three specific episodes when “policy mistakes” were made.
I define policy mistakes as big departures from two baseline monetary policy
rules that both this historical analysis and earlier models-based analysis sug-
gest would have been good policy rules. According to this definition, policy
mistakes include (1) excessive monetary tightness in the early 1960s, (2) ex-
cessive monetary ease and the resulting inflation of the late 1960s and 1970s,
and (3) excessive monetary tightness of the early 1980s. I contrast these three
episodes with the more recent period of low inflation and macroeconomic sta-
bility during which monetary policy has followed the baseline policy rule more
closely. I think the analysis of these three episodes and the stady of the gradual
¢volution of the parameters of monetary policy rules from one monetary era to
the next gives evidence in favor of the view that a monetary policy that stays
close to the baseline policy rules would be a good policy.*

4. Judd and Trehan (1995) first brought attention to the difference between the interest rates
implicd by the policy rule I suggested in Taylor (1993a) and actual interest rates in the late 1960s
and 1970s during the Great Inflation.
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7.1 From the Quantity Equation of Money to a Monetary Policy Rule

The quantity equation of money (MV = PY) provided the analytical frame-
work with which Friedman and Schwartz (1963) studied monetary history in
their comprehensive study of the United States from the Civil War to 1960. As
they state in the first sentence of their study, “This book is about the stock of
money in the United States.” A higher stock of money (M) would lead to a
higher price level (P) other things—namely, real output (¥) and velocity (V)—
equal, as they showed by careful study of episode after episode. In each epi-
sode they demonstrated why the money stock increased (gold discoveries in
the nineteenth century, for example) or decreased (policy mistakes by the Fed-
eral Reserve in the twentieth century, for example), and they focused on the
roles of particular individuals such as William Jennings Bryan and Benjamin
Strong. But the quantity equation of money transcended any individual or insti-
tution: with the right interpretation it was useful both for the gold standard and
the greenback period and whether a central bank existed or not,

The idea in this paper is to try to step back from the debates about current
policy, as Friedman and Schwartz (1963) did, and examine the history of mon-
etary policy via an analytical framework. However, I want to focus on the
short-term interest rate side of monetary policy rather than on the money stock
side. Hence, I need a different equation. Instead of the quantity equation I use
an equation—called a monetary policy rule—in which the shorf-term inter-
est rate is a function of the inflation rate and real GDP The policy rule is, of
course, quite different from the quantity equation of money, but it is closely
connected to the quantity equation. In fact, it can be easily derived from the
quantity equation. To a person thinking about current policy, the quantity equa-
tion might seem like an indirect route to a interest rate rule for monetary policy,
but it is a useful route for the study of monetary history.

7.1.1  Deriving a Monetary Policy Rule from the Quantity Equation

First imagine that the money supply is either fixed or growing at a constant
rate, We know that velocity depends on the interest rate (r) and on real output
or income (¥). Substituting for V in the quantity equation one thus gets a rela-
tionship between the interest rate (r), the price level (P), and real output (¥).
If we isolate the interest rate (r) on the left-hand side of this relationship, we
see a function of two variables: the interest rate as a function of the price level

5. Two wseful recent studics have looked at monetary history from the vantage point of a mone-
tary policy rule stated in terms of the interest rate instrument rather thar a money instrument.
These are Clarida, Gali, and Gertler (1998), who look at several other countries in addition to
the United States, and Judd and Rudebusch (1998), who contrast U.S. monetary policies under
Greenspan, Volker, and Bums. Clarida et al. (1998) show that British participation in the European
Monetary System while Germany was tightening monetary policy led to a suboptimal shift of the
baseline policy rule for the United Kingdom. Two earlier influential studies using the Friedman
and Schwartz (1963) approach to monetary history and policy evaluation are Sargent (1986) and
Romer and Roimer (1989),
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and real output. Shifts in this function would occur when either velocity growth
or money growth shifis. Note also that such a function relating the Eﬁnnm. rate
to the price level and real output will still emerge if the money ao.u_m is not
growing at a fixed rate, but rather responds in a systematic way to the interest

_rate or to real output; the response of money will simply change the parameters

of the relationship.

The functional form of the relationship depends on many factors including
the functional form of the relationship between velocity and the interest rate
and the adjustment time between changes in the interest rate and changes in
velocity. The functionat form I use is linear in the interest rate and in the _n.umm-
rithms of the price level and real output. I make the latter two variables station-
ary by considering the deviation of real output from a possibly stochastic trend
and by considering the first difference of the log of the price level—or the
inflation rate. I also abstract from lags in the response of velocity to interest
rates or income. These assumptions result in the following linear equation:

(n r=m+ gy+ h(m-— m)+ rf,

where the variables are r = the short-term interest rate, w = the inflation rate
(percentage change in P), and y = the percentage deviation of real output .Q )
from trend and the constants are g, h, 7*, and r%. Note that the siope coefficient
on inflation in equation (1) is 1 + A; thus the two key response coefficients are
gand 1 + A, Note also that the intercept term is ' — hn*. An interpretation of
the parameters and a rationale for this notation is given below.

7.1.2 Interpreting the Monetary Policy Rule

Focusing now on the functional form for the policy rule in equation (1), our
objective is to determine whether the parameters in the policy rule vary across
time periods and to look for differences in economic performance that =.=.m_.:
be related to any such variations across time periods. Note how this Em.Snom_
policy evaluation method is analogous to model-based policy evaluation re-
search in which policy rules (like eq. [1]) with various parameter <m_=mm are
placed in a model and simulations of the model are examined to see if the
variations in the parameter values make any difference for economic perfor-
mance. Equation (1) is useful for this historical analogue of the Bon.n_-g.m&
approach because it can describe monetary policy in different Emgo:ma time
periods when there were many different policy regimes. In each regime the
response parameters g and 1 + h would be expected to differ, though in .Eomﬁ
regimes they would be positive, To see this, consider several types of regimes.

Constant Money Growth. We have already seen that the quantity equation with
fixed money growth implies a relationship like equation (1). To see .5»: the
parameters g and 1 + h are positive with fixed money growth consider the
demand for money in which real balances depend negatively on the interest
rate and positively on real output. Then, in the case of fixed money growth, an
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increase in inflation would lower real money balances and cause the interest
rate to rise: thus higher inflation leads to a higher interest rate.® Or suppose
that real income rises thus increasing the demand for money; then, with no
adjustment in the supply of money, the interest rate must rise. In other words,
the monetary policy rele with positive values for g and 1 + A provides a good
description of monetary policy in a fixed money growth regime. However, the
monetary policy rule also provides a useful framework in many other situa-
tions.

International Gold Standard. Important for our historical purposes is that such
a relationship also exists in the case of an international gold standard. The
short-run response (1 + h) of the interest rate to the inflation rate in the case
of a gold standard is most easily explained by the specie flow mechanism of
David Hume. If inflation began to rise in the United States compared with
other countries, then a balance-of-payments deficit would occur because U.S.
goods would become less competitive. Gold would flow out of the United
States to finance the trade deficit; high-powered money growth would decline
and the reduction in the supply of money compared with the demand for
money would put upward pressure on U.S. interest rates. The higher interest
rates and the reduction in demand for U.S. exports would put downward pres-
sure on inflation in the United States.” Similarly, a reduction in inflation in the
United States would lead to a trade surplus, a gold inflow, an increase in the
money supply, and downward pressure on U.S. interest rates.

Fluctuations in real output would also cause interest rates to adjust. Suppose
that there were an increase in real output. The increased demand for money
would put upward pressure on interest rates if the money supply were un-
changed. Amplifying this effect under a gold standard would be an increase
in the trade deficit, which would lead to a gold outflow and a decline in the
money supply.

These interest rate responses would occur with or without a central bank, If
there were a central bank, it could increase the size of the response coefficients
if it played by the gold standard’s “rules of the game.” Interest rates would be
even more responsive, because a higher price level at home would then bring
about an increase in the “bank rate” as the central bank acted to help alleviate
the price discrepancies, The U.S. Treasury did perform some of the functions
of a central bank during the gold standard period; it even provided liquidity
during some periods of financial panic, though not with much regularity or
predictability. However, there is little evidence that the U.S. Treasury per-

6. Note that this effect of inflation on the interest rate is a short-term “liquidity effect” rather
than a longer term “Fisherian” or “expected infiation” effect. The expected inflation effect would
occur if the growth rate of the money supply increased or if 7* (the target inflation rate in the
policy rule) increased. )

7. Short-term capital flows would of course limit the size of such interest rate changes. One
reason why U).S. short-term interest rates did not move by very much in response to 1.8, inflation
fluctuations (as shown below) may have been the mobility of capital.
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formed “rules of the game” functions as the Bank of England did during the
gold standard era.

Leaning against the Wind. The most straightforward application of equation
(1) is to situations where the Fed sets short-term interest rates in response to
events in the economy. Then equation (1) is a central bank interest rate reaction
function describing how the Federal Reserve takes actions in the money market
that cause the interest rate to change in response to changes in inflation and
real GDP. For example, if the Fed “leaned against the wind,” easing money
market conditions in response to lower inflation or declines in production and
tightening money market conditions in response to higher inflation or increases
in production, then one would expect g and 1 + hin equation (1) to be positive.
However, “leaning against the wind” policies have not usually been stated
quantitatively; thus the size of the parameters could be very small or very large
and would not necessarily lead to good economic performance,

Monetary Policy Rule as a Guideline or Explicit Formula. Finally, equation (1)
could represent a guideline, or even a strict formula, for the central bank to
follow when making monetary policy decisions. As in the previous paragraph,
decisions would be cast in terms of whether the Fed would raise or lower the
short-term interest rate. But equation (1) would serve as a normative guide to
these decisions, not simply a description of them after the fact. If the policy
rule called for increasing the interest rate, for example, then the Federal Open
Market Committee (FOMC) would instruct the trading desk to make open mar-
ket sales and thereby adjust the money supply appropriately to bring about this
increase. In this case, the parameters of equation (1) have a natural interpreta-
tion: ¥ is the central bank’s target inflation rate, r' is the central bank’s esti-
mate of the equilibrium real rate of interest, and 4 is the amount by which the
Fed raises the ex post real interest rate (+ — ) in response to an increase in
inflation. In the case that g = 0.5, = 0.5, w* = 2, and rf = 2, equation (1) is
precisely the form of the policy rule I suggested in Taylor (1993a). Others have
suggested that g should be larger, perhaps closer to one (see Brayton et al.
1997). Thus an alternative baseline rule considered below sets g = 1. These
are the parameter values that define the baseline policy rules for historical com-
parisons in this paper.

7.1.3  The Importance of the Size of the Coefficients

To summarize, a constant growth rate of the money stock, an international
gold standard, an informal policy of leaning against the wind, and an explicit
quantitative policy of interest rate setting all will tend to generate positive re-
sponses of the intetest rate to changes in inflation or real output, as described
by equation (1). And we expect that g and 1 + 4 in eguation (1) would be
greater than zero in all these situations. However, the magnitude of these co-
efficients will differ depending on how monetary policy is run.

In the case of the gold standard or a fixed money growth policy, the size of
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the coefficients depends on many features of the economy. Under a gold stan-
dard, the size of the response of the interest rate to an increase in inflation will
depend on the sensitivity of trade flows to international price differences. It
will also depend on the size of the money multiplier, which translates a change
in high-powered money due to a gold outflow into a change in the money
supply. The interest rate elasticity of the demand for money is also a factor.

With a policy that keeps the growth rate of the money stock constant, the
response of the interest rate to an increase in real output will depend on both
the income elasticity of money demand and the interest rate elasticity of money
demand. The higher the interest rate elasticity of money demand (or velocity),
the smaller would be the response of interest rates to an increase in output or
inflation.

The size of these coefficients makes a big difference for the effects of policy.
Simulations of economic models indicate, for example, that the coefficient k
should not be negative; otherwise 1 + A will be less than one and the real
interest rate would fall rather than rise when inflation rose. As a result inflation
could be highly volatile. As I show below there is evidence that i was negative
during the late 1960s and 1970s when inflation rose in the United States,
Hence, policymakers need to be concerned about the size of these coefficients.

A recent example of this concern demonstrates the usefulness of thinking
about monetary history from the perspective of equation (1). Consider Alan
Greenspan's (1997) recent analysis of the size of the interest rate response to
real output with a constant money growth rate. In commenting on a money
growth strategy, Greenspan reasoned: “Because the velocity of such an aggre-
gate [M1] varies substantially in response to small changes in interest rates,
target ranges for M1 growth in [the FOMC's] judgement no longer were reli-
able guides for outcomes in nominal spending and inflation. In response to an
unanticipated movement in spending and hence the quantity of money de-
manded, a small variation in interest rates would be sufficient to bring money
back to path but not to correct the deviation in spending™ (1997, 4-5}. In other
words, in Greenspan’s view the interest rate elasticity of velocity is so large
that the interest rate would respond by too small an amount to an increase
in output. In terms of equation (1) the parameter g is too small, according to
Greenspan's analysis, under a policy that targets the growth rate of M1.

7.2 The Evolution of Monetary Policy Rules in the United States:
From the International Gold Standard to the 1990s

Figures 7.1 and 7.2 illustrate the historical relation between the variables in
equation (1), They show the interest rate (), the inflation rate (), and real
GDP deviations (y) during two different time periods: 1880-1914 versus
1955-97. The upper part of each figure shows real output, an estimate of the
trend in real output, and the percentage deviation of real cutput from this trend.
Our focus is on the deviations of real output from trend rather than on the
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Fig. 7.1 The 1880-1914 period: short-term interest rate, inflation,

and real output

Source: Quarterly data on real GNP, the GNP deflator, and the commercial paper rate are from
Balke and Gordon (1986}, Real output data are measured in billions of 1972 dollars and the trend
is created with the Hodrick-Prescott filter.

average output growth rate in the two periods. The lower part of each figure
shows a short-term interest rate (the commercial paper rate in the earlier period
and the federal funds rate in the later period) and the inflation rate (a four-
quarter average of the percentage change in the GDP deflator). Recall that the
earlier period coincides with the classical international gold standard, starting
with the end of the greenback era when the United States restored gold convert-
ibility and ending with the suspension of convertibility by many countries at
the start of World War 1.

7.2.1 Changes in Cyclical Stability

The contrast between the display of the data in figure 7.1 and figure 7.2 is
striking. First, note that business cycles occur much more frequently in the
earlier period (fig. 7.1) than in the later period (fig. 7.2), and the size of the
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fluctuations of inflation and reat output is much greater. From 1880 to 1897
there was deflation on average. From 1897 to 1914 prices rose on average. But
throughout the whole period there were large fluctuations around these aver-
ages. The later period is not of course uniform in its macroeconomic perfor-
mance. The late 1960s and 19705 saw a large and persistent swing in inflation,
while the years since the mid-1980s have seen much greater macroeconomic
stability,

One way to highlight the greater macroeconomic turbulence in the earlier
years is to consider the period from 1890 to 1897, which saw three recessions.
These years were so bad that they were called the “Disturbed Years” by Fried-
man and Schwartz (1963). One cannot aveid the temptation to contrast 1890
97 with 1990-97. If we had the same business cycle experience in the later years,
we would have had a recession in 1990-91 slightly longer than the one we
actually had. But we would have also had another recession starting in January
1993 just as President Clinton started in office and yet another recession start-

o
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ing in 1993, The trough of that third recession of the 1990s would have occured
in June of 1997. Even allowing for measurement error due to overemphasis of
goods versus services in the earlier period, it appears that the earlier period
was less stable.® To be sure, if one ignores the long swing of average deflation
and then inflation, the fluctuations in inflation were much less persistent during
the gold standard period, as emphasized in a comparison by McKinnon and
Ohno (1997, 164-71). But this long-term deflation and inflation should count
as part of the sub-par inflation performance during this period.

7.2.2 Changes in Interest Rate Responses

A second, and even more striking, contrast between the two periods is the
response of the short-term interest rate to inflation and output. While the short-
term interest rate is procyclical during both the earlier period and the later
period, the elasticity of its response to output is clearly much less in the earlier
period than in the later period. Cagan (1971) first pointed out the increased
cyclical sensitivity of the interest rate to real output fluctuations, and it is more
evident now than ever. The short-term interest rate is also much less responsive
to fluctuations in the inflation rate in the earlier period. It appears that the gold
standard did lead to a positive response of interest rates to real output and
inflation, but this response is much less than for the monetary policy in the
post-World War I period.

The huge size of these differences is readily visible in figures 7.1 and 7.2.
But to see how the responses changed during the post-World War II period it
is necessary to go beyond these time-series charts. Some numerical informa-
tion about the size of these differences is provided in table 7.1. The table shows
least squares estimates of the coefficients on real output (the parameter g in
eq. [1]) and the inflation rate (the parameter 1 + k in eq. [1]) for different
time periods.?

The far right-hand column shows the results for each of the two full periods,
Observe that the estimated values of g and 1 + k are about 10 times larger in
the Bretton Woods and post—Bretton Woods eras than in the international gold
standard era. It is clear that the gold standard implied much smaller response
coefficients for the interest rate than Federal Reserve policy has implied in
later periods.

8. Romer (1986) demonstrated that biases in the pre-World War I data tend to overestimate the
volatility in comparison with later periods,

9. As explained above this equation is actually a reduced form of several structural equations,
especially in the gold standard and Bretion Woods periods. 1 have purposely tried to keep the
statistical equations as simple as the theoretical policy rule in eq. (1). No attempt has been made
to comrect the estimates for serial correlation of the errors in the equation. ¥ want to allow for the
possibility that monetary policy mistakes are serially correlated in ways not necessarily described
by simple time-series models. In fact, this serial correlation is very large, especially in the gold
standard period when the equations fit very poorly. Hence, the “¢-statistics™ in parentheses are not
useful for hypothesis testing. See Christiano, Eichenbaum, and Evans (1997) for a comprehensive
analysis of estimation and identification issues in the case of reaction functions.
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Table 7.1 Monetary Policy Rules: Descriptive Statistics
International Gold Standard Era

1879:1-91:4 1897:1-1914:4 1879:1-1914:4
Variable Coefficient Coefficient Coefficient
Constant 6.458 (70.5) 5.519(47.3) 5.984 (75.0)
k4 ¢.019 (1.01) 0.034 (1.03) 0.006 ¢(0.32)
¥ 0.059 (2.28) 0.038 (1.89) 0.034 (1.52)
R? 0.15 0.07 0.02

Bretton Woods and Post-Bretton Woods Eras

1960:1-79:4 1987:1-97:3 1954:1-97:3

Coefficient Coefficient Coefficient
Constant 2.045 (6.34) 1.174 (2.35) 1.721 (5.15)
™ 0.813 (12.9) 1533 (9.71) 1101 (15.1)
¥ 0.252(4.93) 0.765 (8.22) 0.329 (3.16)
R? 0.70 0.83 0.58

Note: These are ordinary least squares estimates of the coefficients of the variables in eq. {1). The
left-hand-side variable () is measured by the commercial paper rate for the years 1879-1914 and
by the federal funds rate for the years 1954—97. The variable 1r is measured by the average inflation
rate over four quarters, and the variable y is measured by the percentage deviation of real output
from a trend. Numbers in parentheses are ratios of coefficients to standard errors. See figs. 7.1 and
7.2 for data sources.

Note also that the size of these coefficients has increased gradually over
time. Compared with the 1960s and 1970s the coefficients on real output tri-
pled in size by the 1987-97 period while the coefficient on inflation doubled
in size. They are now close to the values of the rule I suggested in Taylor
(1993a). Hence, when viewed over the past century we have seen an evolution
of the monetary policy rule as I have defined and characterized it empirically
here. The monetary policy rule had very low interest rate responses during the
gold standard era. It had higher responses during the 1960s and the 1970s, and
it bad still higher responses in the late 1980s and 1990s,

7.2.3 A Graphical IHustration of the Importance
of the Size of the Inflation Response

Figure 7.3 shows how dramatically the monetary policy rule has changed
from the 1960-70s to the 1980—90s. The two solid lines show two monetary
policy rules corresponding to the twe periods. The slopes of the solid lines
measure the size of the interest rate responses to inflation in the policy rule. I
abstract from output fluctuations in figure 7.3, by assuming that the economy
is operating at full employment with reai GDP equal to potential GDP (y =
0). The dashed line in figure 7.3 has a slope of one and shows a constant real
interest rate of 2 percent. If the actual long-run real interest rate is 2 percent,
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Fig. 7.3 Two estimated monetary policy rules: 1960-79 versus 1987-97

then the intersection of the dashed line and the policy rule line gives the long-
run average inflation rate.

Observe that the stope of the policy rule has gone from below one to above
one. A stope below one would lead to poor economic performance according
to variety of models. With the slope less than one, an increase in inflation
would bring about a decrease in the real interest rate. This would increase de-
mand and add to upward pressures on inflation. This is exactly the wrong pol-
icy response to an increase in inflation because it would lead to ever increasing
inflation. In contrast, if the slope of the policy rule were greater than one, an
increase in inflation would bring about an increase in the real interest rate,
which would be stabilizing.

These theoretical arguments are illustrated in figure 7.3. For a long-run equi-
librium, we must be at the intersection of the policy rule line and the dashed
line representing the long-run equilibrium real interest rate. If the slope of the
policy rule line is greater than one, higher infiation leads to higher real interest
rates and the inflation rate converges to an equilibrium at the intersection of
the policy rule line and the dashed real interest rate line. For example, if the
equilibrium real interest rate is 2 percent as in figure 7.3, the equilibrium infla-
tion rate is about 1.5 percent for the recent, more steeply sloped, monetary
policy rule in figure 7.3. However, if the slope of the policy rule line is less
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than one, higher inflation leads to a lower real interest rate, which leads to even
higher inflation; the inflation rate is unstabie and would not converge to an
equilibrium. In sum, figure 7.3 shows why the inflation rate would be more
stable in the 1987-97 period than in the 196079 period.

7.3 Effects of the Different Policy Rules on Macroeconomic Stability

Can cne draw a connection between the different policy rules and the eco-
nomic performance with those policy rules? In particular, within the range of
policy rules we have seen, is it true that more responsive policy rules lead to
greater economic stability? Making such a connection is complicated by other
factors, such as oil shocks and fiscal shocks, but it is at least instructive to try.

7.3.1 Three Monetary Eras

As the analysis summarized in table 7.1 indicates, three eras of U.S. mone-
tary history can be clearly distingnished by big differences in the degree of
responsiveness of short-term interest rates in the monetary policy rule,

First, during the period from about 1879 to about 1914 short-term interest
rates were very unresponsive to fluctuations in inflation and real ouiput. Sec-
ond, during the period from about 1960 to 1979 short-term interest rates were
more responsive, but still small in the sense that the response of the nominal
interest rate to changes in inflation was less than one. Third, during the period
from about 1986 to 1997 the nominal interest rate was much more responsive
to both inflation and real output fluctuations.

These three eras can also be distinguished in terms of overall economic sta-
bility. Of the three, there is no question that the third had the greatest degree
of economic stability. Figure 7.1 shows that both inflation and real output had
smaller fluctuations during this period. The period contains both the first and
second longest peacetime expansions in U.S. history. Moreover, inflation was
low and stable. And, of course, this is the period in which the monetary policy
rule had the largest reaction coefficients, giving support to model-based re-
search that this was a better policy rule than those implied by the two earlier
periods.

The relative ranking of the first and second periods is more ambiguous. Real
output and inflation fluctuations were larger in the earlier period. But while
inflation was more variable, there was much less persistence of inflation during
the gold standard than in the late 1960s and 1970s. However, the different
exchange rate regimes are another monetary factor that must be taken into
account. It was the gold standard that kept the long-run inflation rate so stable
in the earlier period. Bretton Woods may have provided a similar constraint on
inflation during the early 1960s, but as U.S. monetary policy mistakenly be-
came too easy, it was not inflation that collapsed, it was the Bretton Woods
system. And after the end of Bretton Woods this external constraint on inflation
was removed. With the double whammy of the loss of an external constraint
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and an inadequately responsive monetary policy rule in place, the inevitable
result was the Great Inflation.

If one properly controls for the beneficial external influences of the gold
standard on long-run inflation during the 1879-1914 period, one obtains an un-
ambiguous correlation between monetary policy rule and macroeconomic sta-
bility. The most economically stable period was the one with the most respon-
sive policy rule. The, least economically stable (again adjusting for the gold
standard effects) was the one with the least responsive policy rule. The late
1960s and 1970s also rank lower than the most recent period in terms of eco-
nomic stability and had a less responsive monetary policy rule.

7.3.2 Explaining the Changes in the Policy Rules

In any cotrelation analysis between economic policy and economic out-
comes there is the possibility of reverse causation. Could the lower respon-
siveness of interest rates in the two earlier periods compared with the later
period have been caused by the greater volatility of inflation and real output?
If one examines the history of changes in the monetary policy rule I think it
becomes clear that the answer is no. The evolution of the monetary policy rule
is best understood as a gradual process of the Federal Reserve learning how to
conduct monetary policy. This learning occurred through research by the staff

" at the Fed, through the criticism of monetary economists outside the Fed,

through observation of central bank behavior in other countries, and through
direct personal experience of members of the FOMC. And, of course, there
were steps backward as well as forward.®

This learning process occurred as the United States moved further and fur-
ther away from the classical international gold standard. Under the gold stan-
dard, increases and decreases in short-term interest rates were explained by the
interaction of the quantity of money supplied (determined by high-powered
money through the inflow and outflow of gold) and the quantity of money
demanded (which rose and fell as inflation and output rose and fell). A greater
response of the short-term interest rate to rising or falling price levels and to
rising or falling output would probably have reduced the shorter run variability
of inflation and output. For example, lower interest rates during the start of the
deflation period may have prevented the deflation. But because of the fixed
exchange rate feature of the gold standard, the U.S. infiation rate was con-
strained to be close to the inflation rates of other gold standard countries; the
degree of closeness depended on the size and the duration of deviations from
purchasing power parity.

The Federal Reserve started operations at the same time as the classical gold
standard ended: 1914. From the start there was therefore uncertainty and dis-

1. If sconomists’ rescarch on the existence of a long-run trade-off between inflation and unem-
ployment helped lead w the Great Inflation in the 1970s, then this research should be counted as
a step backward. The effect of economic research and other factors that may have led to the Great
Inflation are discussed in De Long (1997) and in my comment on De Long's paper.
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agreement about how monetary policy should be conducted without the con-
straints of the gold standard and fixed exchange rates. The Federal Reserve Act
indicated that currency—best interpreted now as the monetary base or high-
powered money—was to be elastically provided. But how was the Fed to deter-
mine the degree of this elasticity?

The original idea was that two factors—each pulling in an opposite direc-
tion—were to be balanced out. One was the gold standard itself; with a gold
reserve requirement limiting the amount of Federal Reserve liabilities, the sup-
ply of money was limited. This was a long-run constraint on the supply of
money; it worked through gold inflows and gold outflows and the gradual ad-
justment of the U.S. price level compared with foreign price levels. The other
factor, which worked more quickly, was “real bills” or “needs of trade” doc-
trine under which the supply of money was to be created in sufficient amounts
to meet the demand for money. Clearly, the needs-of-trade criterion was not
effective on its own because it did not put a limit on the amount of money
creation. Therefore, with the suspension of the gold standard and with the real
bills criterion ineffective in determining the supply of money, the Federal Re-
serve began operations with no criteria for determining the appropriate amount
of money to supply. Hence, ever since this uncertain beginning, the Fed has
been searching for such criteria. From the perspective of this paper, we can
think of the Fed as searching for a good monetary policy rule.

This search is evident in many Federal Reserve reports. Early on, the idea
of “leaning against the wind” was discussed as a counterbalance to the needs-
of-trade criterion. For example, the Fed’s annual report for 1923 stated that “it
is the business of the [Federal] Reserve system to work against extremes either
of deflation or inflation and not merely to adapt itself passively to the ups and
downs of business” {(quoted in Friedman and Schwartz 1963, 253). But there
was no agreement about how much leaning against the wind there should be.
As discussed above, leaning against the wind would result in a policy rule of
the type in equation (1), but the parameters of the policy rule could be far from
optimal. That the Fed was unable throughout the interwar period to find an
effective policy rule for conducting monetary policy is evidenced by the disas-
trous economic performance during the Great Depression when money growth
fell dramatically.

The search for a monetary policy rule was postponed during World War
II and in the postwar period by the overriding objective of keeping Treasury
borrowing costs down. (Effectively the Fed set ¢ = 0 and h = ~1 so that r
was a constant stipulated by the U.S. Treasury.) However, after the 1951 Trea-
sury-Federal Reserve Accord, the Fed once again needed a policy rule for
conducting monetary policy. Leaning against the wind—now articulated by
William McChesney Martin—again became a guideline for short-run deci-
sions about changes in the money stock. But the idea was still very vague. As
stated by Friedman and Schwartz (1963) in discussing the mid-1950s when
William McChesney Martin was chairman, “There was essentially no discus-
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sion of how to determine which way the relevant wind was blowing. . . . Nei-
ther was there any discussion of when to start leaning against the wind. . ..
There was more comment, but hardly any of it specific about how hard tolean
against the wind” (631-32).

The experience of new board member Sherman Maisel] indicates that the
search was still going on 10 years later in the mid-1960s. According to Maisel
in his candid memoirs, “After being on the Board for eight months and at-
tending twelve open market meetings, I began to realize how far 1 was from
understanding the theory the Fed used to make monetary policy. . . . Nowhere
did I find an account of how monetary policy was made or how it operated”
(1973, 77). Maisel was particularly concerned about various money market
conditions indexes such as free reserves that came up in Fed deliberations,
because of the difficulty of measuring the impact of these changes on the econ-
omy. He states, “Money market conditions cannot measure the degree to which
markets should be tightened or for how long restraint should be retained™ (82).
And when referring to a decision to raise the short-term interest rate in 1965,
he states, “It became increasingly clear that an inflationary boom was getting
underway and that monetary policy should have been working to curb it” (81).
However, he argued that the actions taken to raise interest rates were insuffi-
cient to curb the infiation. In retrospect he was correct. Interest rates did not
go high enough. With no quantitative measure of how high interest rates should
go, the chance of not raising them high enough was great.

The increased emphasis on money growth in the 1970s played a very useful
role in clarifying the serious problems of interest rate setting without any quan-
titative guidelines. And money growth targets had a very useful role in the
disinflation of the 1979-81 period because it was clear that interest rates would
have to rise by large amounts as the Fed lowered the growth rate of the money
supply. But after the disinflation was over, money growth targets again receded
to being a longer run consideration in Federal Reserve operations as the de-
mand for money appeared to be less stable. Moreover, as noted earlier, ac-
cording to Greenspan's (1997) analysis, keeping money growth constant does
not give sufficient response of interest rates to inflation or real output when the
aim is to keep inflation low and steady.

The importance of having a policy rule to guide policy became even more
important when the Bretton Woods system fell apart in the early 1970s, Until
then the long-run constraints on monetary policy were similar to those of the
international gold standard. If the Fed did not lean hard enough against the
wind, the higher inflation rate would start to put pressure on the exchange rate
and the Fed would have to raise interest rates to defend the dollar. But without
the dollar to defend, this constraint on monetary policy was lost. After Bretton
Woods ended there was an even greater need for the Fed to develop a monetary
policy mle that was sufficient to contain inflation without the external con-
straint. This need was one of the catalysts for the rational expectations econo-
metric policy evaluation research in the 1970s and 1980s.
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This brief review of the evolution of policy indicates that macroeconomic
events, economic research, and policymakers at the Fed have gradually
brought forth changes in the monetary policy rule in the United States. I think
this gradual evoiution makes it clear that the causation underlying the negative
correlation between the size of the policy response of interest rates to output
or inflation and the volatility of output or inflation goes from policy to out-
come, not the other way around.

If we apply this leaming hypothesis to the changes in the estimated policy
rule described above, it suggests that the Federal Reserve learned over time to
have higher response coefficients in a policy rule like equation (1). What led
the Fed to change its policy in such a way that the parameter 4 changed from
a negative number to a positive number? Experience with the Great Inflation
of the 1970s that resulted from a negative value for A may be one explanation.
Academic research on the Phillips curve trade-off and the effects of different
policy rules resulting from the rational expectations revolution may be an-
other."

7.4 “Policy Mistakes”: Big Deviations from Baseline Policy Rules

The historical analysis thus far in this paper has not assumed that any partic-
ular policy rule was betier than the others. However, that was the conclusion
of the analysis: a comparison of policy rules and economic outcomes points to
the rule the Fed has been using in recent years as a better way to run monetary
policy than the way it was run in earlier years. That conclusion of the historical
analysis bolsters the very similar conclusion of the model-based research sum-
marized in the introduction to this paper.

Once one has focused on a particular policy rule, however, there is another
way to use history to check whether the policy rule would work well. With a
preferred policy rule in hand, one can look at episodes in the past when the
instrument of policy—the federal funds rate in this case—deviated from the
settings given by the preferred policy rule. We can characterize such deviations
as “policy mistakes” and see if the economy was adversely affected as a result
of these mistakes.'?

Figures 7.4, 7.5, and 7.6 summarize the results of this historical “policy
mistake™ analysis. They show the actual federal funds rate and the value of the
federal funds rate implied by two policy niles. The gap between the actual

11. Chari, Christiano, and Eichenbaumn (1998) argue that the Fed was too accommodative to
inflation (h was too low) in the 1970s because high expectations of inflation raised the costs of
disinflation, rather than because the Fed still had something to leam about the Phillips curve trade-
off or about the effects of different policy rules. I find the learning argument more plausible in
part because it explains the end of the inflation and the change in the policy rule.

12. We are, of course, looking at these past episodes with the benefit of later research and
experience. The term “mistake™ does not necessarily mean that policymakers of the past had the
information to do things differently.
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Fig. 7.4 Federal funds rate: too high in the early 1960s; too low in the late
1960s ,

Zo..ﬂ.. Rules 1 and 2 are given by the monetary policy rule in eq. (1) with g = 0.5 and 1.0, respec-
tively.
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Fig. 7.5 Federal funds rate: too low in the 1970s; on track in 1979-81; too high
in 1982-84

Note: See note to fig. 7.4.

federal funds rate and the policy rules is a measure of the policy mistake. One
of the monetary policy rules I use is the one I suggested in Taylor (1993a),
which is equation (1) with the parameters g and # equal to 0.5. This is rule 1
in figures 7.4, 7.5, and 7.6. As mentioned above, more recent research has sug-
gested that g should be closer to 1.0, giving a more procyclical interest rate,
This variant is rule 2 in the figures.
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87 B8 89 90 91 92 93 94 95 896 97

Fig. 7.6 Federal funds rate: on track in the late 1980s and 1990s
Note: See note to fig. 7.4.

The gap between the actual federal funds rate and the policy nule is particu-
jﬁ_w large in three episodes shown in figures 7.4 and 7.5, especially in compar-
.monqiomﬁ the relatively small gap in the late 1980s and 1990s shown in fig-
ure 7.6.

The first episode occurred in the early 1960s when the mistake was making
monetary policy too tight. Regardless of whether g is 0.5 or 1.0 the actual
federal funds rate is well above the policy rule. The gap between the funds rate
and the baseline policy was between 2 and 3 percentage points and this ga
lasted for about three and a half years." i

It is interesting to note that Friedman and Schwartz {1963, 617) also con-
cluded that monetary policy was overly restrictive during this period. They cite
several reasons why policy may have been too tight. First, the Fed was con-
mﬂ.:oa about the balance of payments and an outflow of gold. Second, in look-
ing back at the previous recovery, it appeared to the Fed that policy :.ma eased
too soon after the recession. What was the result of this policy mistake? The
recovery from the 1960-61 recession was weak and the eventual nx_umraos
was slow for several years from about 1962 to 1965. In fact, the economy did
not appear to catch up to its potential until 1965. The New Ecoromics intro-
duced by President Kennedy and his economic advisers was addressed at this
prolonged peried with real output below potential.

The second episode started in the late 1960s and continued throughout the
_cqo.mi.m mistake with so much serial correlation it would pass a unit root test!
In this case the monetary policy mistake was being way too easy. As shown E
figures 7.4 and 7.5, the gap between the funds rate and the baseline policy

13. With its high ountput response, rule 2 brings the interest veral quarters
so the interest rate is set to a small positive u_.Em_un—. in Eo&doww”ﬂa below zeto for se )
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started growing in the late 1960s. It grew as large as 6 percentage points and
persisted in the 4 to 6 percentage point range until the late 1970s when Panl
Volcker took over as Fed chairman. The excessive ease in policy began well
before the oil price shocks of the 1970s, thus raising doubts that these shocks
were the cause of the 1970s Great Inflation.

What caused this monetary policy mistake? Economic research of the 1960s
suggested that there was a long-run trade-off between inflation and unemploy-
ment; this research probably reduced some of the aversion to infiation by the
Federal Reserve. At the least the belief by some in a long-run Phillips curve
made defending low inflation more difficult at the Fed. Note that the mistake
began well before the Friedman-Phelps hypothesis was put forward. Moreover,
as the quotes from Maisel’s memoirs above make clear, the Fed's use of money
market conditions caused them to understate the degree of tightness. De Long
(1997) argues that the overly expansionary policy was due to a great fear of
unemployment carried over from the Great Depression, though he does not
attempt to explain why this mistake occurred when it did. While the causes of
this mistake may be uncertain, there is little doubt that it was responsible for
bringing on the Great Inflation of the 1970s. In my view this mistake is the
second most serious monetary policy mistake in twentieth-century U.S. his-
tory, the most serious being the Great Depression. If a policy closer o the
baseline were followed, the rise in inflation may have been avoided.

The third episode occurred after the disinflation of the early 1980s. The in-
crease in interest rates in 1979 and 1980 was about the right magnitude ac-
cording to either of the policy rules. But both rule 1 and rule 2 indicate that
the funds rate should have been lowered more than it was in the 198284 pe-
riod. During this period the interest rate was well above the value implied by
the two policy rules. However, it should be emphasized that this period oc-
curred right after the end of the 1970s inflation, and interest rates higher than
recommended by the policy rules may have been necessary to keep expecta-
tions of inflation from rising and to help establish the credibility of the Fed. In
effect the Fed was in a transition between policy rules. In my view this period
has less claim to being a “policy mistake” than the other two periods.

7.5 Conclusions

The main conclusions of this paper can be summarized as follows. First, a
monetary policy rule for the interest rate provides a useful framework with
which to examine U.S. monetary history. It complements the framework pro-
vided by the quantity equation of money so usefully employed by Friedman
and Schwartz (1963). Second, a monetary policy rule in which the interest rate
responds to inflation and real output is an implication of many different mone-
tary systems. Third, the monetary policy rule has changed dramatically over
time in the United States, and these changes are associated with equally dra-
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matic changes in economic stability. Fourth, an examination of the underlying
reasons for the monetary policy changes indicates that they have caused the
changes in economic outcomes, rather than the reverse. Fifth, a monetary pol-
icy rule in which the interest rate responds to inflation and real output more
aggressively than during the 1960s and 1970s or than during the international
gold standard—and more like the late 1980s and 1990s—is a good policy rule.
Sixth, if one defines policy mistakes as deviations from such a good policy
rule, then such mistakes have been associated with either high and prolonged
inflation or drawn-out periods of low capacity utilization, much as simple mon-
etary theory would predict,

Overall the results of the historical approach in this paper are quite consis-
tent with the results of the model-based approach to monetary policy evalua-
tion. But in an important sense this paper has only touched the surface: many
other issues could be explored with a historical approach. For example, {wo
difficult problems with monetary policy rules such as equation (1) have been
mentioned by Alan Greenspan (1997): both potential GDP and the real rate of
interest are uncertain. Uncertainty about the level of potential GDP (and the
natural rate of unemployment) is a problem faced by monetary policymakers
today regardless of whether they use a policy rule for guidance. Looking back
at previous episodes and seeing the results of mismeasuring either potential
GDP or the real rate of interest might help reduce the probability of making
the next monetary policy mistake.
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W._wm@uma rule as an analytical framework for the Eﬁa_dgco.s of Eo_.moﬁs
history, much as Friedman and Schwartz employed the augé equation. |
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(1998a, _oomcv has already been, applied in fruitful ways that complement the
application emphasized in this paper.
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The basic idea is straightforward, and much of the paper is devoted to justi-
fying its application. A baseline, or reference, time path of the short-term (fed-
eral funds) interest rate is constructed using a Taylor (1993) rule of the form

r,=r+ 0¥+ .mA..:.“I w*) + g%,

where rfis the long-run equilibrium real interest rate, 7* is the long-mn equi-
librium rate of inflation, and y, is the output gap. After the baseline is con-
structed, the actual time path of the short-term interest rate is compared to the
baseline path. Episodes (i.e., sequences of observations) in which the funds
rate is persistently higher than the baseline path are interpreted as episodes of
excessively “tight” monetary policy, while episodes in which the funds rate is
consistently below the baseline are interpreted as episodes in which monetary
policy is too “easy.” Although Taylor provides some qualification in footnote
12, he is explicit in his interpretation of these episodes of “easy” and “tight”
policy as representing policy mistakes.

Now if, as we have learned from the central bankers present at this confer-
ence, the Taylor rule can be and is used as a benchmark for assessing the cur-
rent stance of actual monetary policies, then certainly it can also be used as
part of a framework to interpret monetary history. But certainly the caveats that
apply to its use as a benchmark for current policy also apply, and perhaps with
even greater force, to its use as a framework for interpreting monetary history.
Unobservable but essential inputs to the Taylor rule such as the equilibrinm
real interest rate and the NAIRU fluctuate over time. Data get revised, and with
these revisions the amplitudes—and sometimes the signs——of business cycle
indicators appear much different with hindsight than they did to contemporar-
ies. Taylor’s paper exhibits the appreciation and awareness of these issues that
I'would expect of him, and subsequent authors that pursue this approach'would
do well to emulate hirm.

As applied to U.S. monetary policy since 1960, I believe Taylor's interpreta-
tions are largely correct. In fact, my paper with Jordi Gali and Mark Gertler
(1998a) makes very similar points using an estimated version of what we call
a “forward-looking” Taylor rule. A forward-looking Taylor rule estimated over
the post-1979 period—with = = 1.96 and g = 0.07—captures all the major
swings in the funds rate. When we backcast the post-1979 rule on the pre-1979
data, we also infer—as does Taylor—that policy was “too easy” between 1965
and 1979. Indeed, our parameter estimates for the 1960-79 period (h = 0.80
and g = 0.52) confirm Taylor’s interpretation that the source of the 1965~79
policy mistake was that the Fed, when faced with an increase in inflation,
raised the funds rate, but by less than the rise in inflation so that a rise in
inflation was countered by a fall in the real interest rate. This finding is per-
fectly consistent with, indeed it can be viewed as the explanation for, Mishkin's
(1981) famous empirical result that during the 1970s the ex ante real interest

rate varied inversely with inflation.
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Why is it that before 1979, the Fed appears to have followed a mx.v_mow that,
with hindsight, was clearly inferior to the policy it has followed since? Ac-
cording to Clarida et al.:

Another way to look at the issue is to ask why it is that the mnn_ Eﬂ:ﬁ_.ﬂ_oa
persistently low short term real rates in the face uom high or rising inflation.
One possibility, emphasized by DeLong (1997), is that the Fed thought p.__.n
natural rate of unemployment at this time was much _..z.e.mu m:a potential
output higher] than it really was. . . . Another e possibility is that, at .”:o
time, neither the Fed nor the economics profession ﬁ:&nnmaca the dynamics
of inflation very well. Indeed, it was not until the mid-to-late 1970s that . . .
textbooks began emphasizing the absence of a long run Rmam-om. between
inflation and output. The idea that expectations may matier in generating
inflation and that credibility is important in uo__nw-awfuw were simply not
well established during that era. What all this suggests is that in understand-
ing historical economic behavior, it is important to take into account the
state of policy-maker's knowledge of the economy Ei how it may have
evolved over time. Analyzing policy-making from this perspective, we
think, would be a highly useful undertaking. (1998a, 24)

To this, I might add that I believe policymakers and the profession c.u_u. _xm.mz.
in the late 1960s, to appreciate the distinction between movements in nominal
and real interest rates. N
As Taylor suggests in his paper, a systematic policy of raising &n funds ._,.&a
by less than inflation “would ultimately imply an unstable Enmﬂ.os rate. H.z
Clarida et al. (1998a), we embed a forward-looking Taylor rule with 2 < 1 in
a version of the sticky price models found in King and Wolmas (1996), Wood-
ford (1996), and McCallum and Nelson (chap. 1 of this <o_=..=mv. We find that
for h < 1, there can be bursts of inflation and output fluctuations :...ﬁ result
from self-fulfilling changes in expectations. These sunspot fluctuations may
arise because under this rule individuals cormrectly anticipate that the Fed 1.:
accommodate a rise in expected inflation by letting real interest rates decline.
e sunspot fluctuations do not arise when & > 1. .

;Mmm .wa_%..o mentions in his paper, in Clarida et al. (1998b), we Eﬁm%oo
another way to use the Taylor rule baseline to interpret recent monetary history.
Specifically, we interpret the collapse in September 1992 of Em .mEdm...u\m:
Monetary System (EMS) by calculating for France, :.m_w. and Britain during
the several years leading up to and several years following the collapse a stress
indicator defined as

stress;, = r;, —

fir
it J:

When stress,, is positive, short-term interest rates in coumtry j are Em:.n_. than
they would be if they were set according to a Taylor E_m g.m& on .:mmﬂ_.on_:m:n
output in country j. Does this mean that monetary vm.row in 8.::5 jis Eo
tight"? In this instance no, because with the dismantling of capital controls in
the 1990s, these countries’ decisions to fix their exchange rates meant they
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King then noted that an output gap measured by the Hodrick-Prescott filter
implied that the Federal Reserve had to react to output in the future. Taylor
agreed but reminded him that already with revised data, as mentioned by Don-
ald Kohn before, policy rules look very different than with actual data,

Martin Feldstein remarked that Taylor rightly stresses, and the diagrams in
the paper nicely show, that the response coefficient on inflation has to be
greater than one, so that when inflation increases, real rates rise. In the 1960s
and 1970s, for the reasons given by De Long (1997), the focus was too much
on nominal rates. Even though nominal rates were tightened, real rates were
going down. However, what really matters are the real net rates as shown in
the following equation:

R, = (1- 8)i — m.

If the nominal rate, i, is raised one to one with inflation, w, the real net rate,
Ry, falls by the marginal tax rate coefficient 0. If the real net rate should rise
when inflation goes up, the derivative of i with respect to = has to be at least
equal to 1/(1 — 0). The coefficient 9 is equal to 1/3, which means that in the

policy rule, the coefficient on inflation should be greater than one. Of course,

there are a lot of markets in which taxes do not matter or for some players the
marginal tax rate is higher than that, so this makes not too much of a point
about a value of exactly 1/3 for 8, but it makes a point that the coefficient on
inflation should be greater than one and that 1.5 might not be a bad number
at all.

Poole recalled that in the early 1970s, Friedman's natural rate hypothesis did
not sweep the profession instantaneously. Year after year, prominent members
of the profession came to the academic consuitants’ meetings reporting that
this was a nice theoretical idea, but that in practice there was a long-run trade-
off between unemployment and inflation. The real rate of interest was not yet
a variable in the Federal Reserve’s macromodel, built in the mid-1960s, until
its revision in 1968. The influence of fiscal policy on aggregate demand was

vastly overestimated. The potential impact of tight money on housing and fis- -

cal policy—all sorts of excuses were made to delay actions. It was not until
1975, the end of the Burns era, that the Federal Reserve finally decided that
the long-run Phillips curve was indeed vertical. Ben McCallum noted that Tay-
lor (1996} supports the point just made. A small piece of documentation is a
long speech about inflation written by Arthur Burns and published by the Fed-
eral Reserve Bank of Richmond during the late 1970s. In that 20-page docu-
ment, monetary policy is not mentioned in any shape or form.

McCallum liked Taylor’s approach of minning a policy rule through history
and encouraged further research in this direction,

John Lipsky pointed out that market participants have paid increasing atten-
tion to the Taylor rule formnulation as an indicator of the appropriateness of Fed
policy. Its predictive power has been extremely impressive over the past few
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years. Eu.mww nwn.u.ooE..on_ that the deregulation of financial markets and perva-
sive securitization is enhancing the linkage between the real economy, policy,
and financial markets. Thus the impact of monetary policy has been boosted,

“Han_.mnom:w the importance of research on potential policy rules like the Tay-
or rule.
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gave up autonomy over their national monetary policies. The EMS evolved
into a system in which Germany set the level of interest rates for all member
countries; any remaining fluctuations in country-specific interest differentials
with Germany reflected the changing sentiments of speculators regarding the
commitment of that country to the fixed exchange rate. How then do we inter-
pret a positive reading of stress? It is a measure, in basis points, of the cost to
country j of belonging to a fixed exchange rate system when monetary policy
is not being set based on the macroeconomic conditions in country ;.
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Discussion Summary

Laurence Ball asked Taylor for his conjecture on how much of the economy’s
better performance under Alan Greenspan than under Arthur Burns was attrib-
utable to optiral policy and how much to better luck in the sense of not experi-
encing the Vietnam War and two oil shocks. This could be addressed formally
by decomposing output variance into the variance of shocks and variance
caused by deviations from the optimal rule. Taylor replied that his view on this
issue was inflzenced by De Long (1997), who indicates that the policy mistake,
under this definition, began well before the oil shocks. A more responsive pol-
icy rule could have led to a bigger decline in output during the first oil shock,
but it is quite likely that inflation would not have risen so much. Thus the econ-
omy would have gotten away with a much smaller disinflation in the early
1980s.

Ball then questioned the result that policy was too tight in 1983, whereas
there was a rapid recovery going on during that time. Taylor responded that the
policy mistake had already occurred at the beginning of 1982. While the gen-
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eral raising of interest rates by Volcker during 1979-81 was about right, the
funds rate should have been lowered by a greater amount when the economy
really sank. Glenn Rudebusch expressed doubts as to whether another measure
of output gap rather than the one used in the paper would have shown such a
deep recession for 1982. Taylor replied that the gap obtained with the Hodrick-
Prescott filter looked similar to the one in Judd and Trehan (1995). Martin
Feldstein mentioned that part of the reason for overtight interest rates at that
point was that Volcker felt keeping up with the disinflation for much longer
was politically unsustainable; hence, the disinflation had to occur in a shorter
than optimal length of time. Edward Gramiich mentioned that Volcker shifted
from the money to the funds standard during that period. This happened at
least in part because there was a shift in money demand due to, for example,
interest payments on demand deposits. Donald Kohn added that money growth
was accelerating toward the end of 1982 and inflation expectations were persis-
tently high, much higher than ex post realized inflation. Frederic Mishkin
added that after a history of bad policy, Voicker wanted to be tough in order to
gain credibility. Bern McCallum mentioned that the Federal Reserve was below
its M1 target in 1981. William Poole stressed that the economy sank much
more quickly than anybody anticipated in 1982. There was an enormous inven-
tory runoff, and the unemployment rate shot up in literally two months.

Bob Hall noted that during the national bank era, prior to the creation of the
Federal Reserve, the control of the price level was through the commodity
definition of the dollar. Federal involvement in the portfolio sense of control-
ling the quantity of money was only indirect, through the national bank notes,
Hall expressed concern about the fact that the paper repeats what he sees as
the mistake of Friedman and Schwartz in trying to understand the commodity
standard as if it were a portfolio-based monetary standard. Taylor replied that
the gold standard kept the price level stable during that period through the
pressure of purchasing power parity, similar to the early time in Bretton Woods.

Michael Woodford remarked that the coefficient on inflation for the nine-
teenth-century period was even lower than in the 1970s. The Gibson paradox
suggests that under the gold standard, interest rates seem to be related to the
price level rather than the inflation rate. Even if interest rates rise with the price
level but are not associated with the inflation rate, the real rate does not need
to fall since the inflation rate and even the price level were mean reverting
during that period.

Robert King wondered about the determination of the trend in inflation with
an interest rate rule. Under the monetarist, Friedman and Schwartz interpreta-
tion the trend in money growth determines the trend in inflation. Taylor sug-
gested thinking about the policy rule as an inverted money demand equation.
An inflation coefficient greater than one will generate a stable inflation rate. If
inflation rises, real interest rates rise in the same way as with a money-based
rule. Therefore, this is not inconsistent with the money-based view on the de-
termination of the inflation rate.



