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ABSTRACT:
A study is presented of a method for creating an acoustic flow sensor that is generally compatible with current

silicon microfabrication processes. An aim of this effort is to obtain a design consisting of a minimal departure from

the existing designs employed in mass-produced silicon microphones. Because the primary component in all of these

microphones is the cavity behind the pressure-sensing diaphragm, we begin with a study of the acoustic particle

velocity within a cavity in a planar surface. The sound within the cavity is caused by the external plane sound wave

traveling parallel to the cavity’s open surface. It is shown that with suitable dimensions of the cavity, the acoustic

particle velocity simultaneously flows inward at one end and outward at the other end of the single open cavity sur-

face. A simple analytical model is presented to estimate the required length and depth of the cavity such that the

acoustic particle velocity into and out of the opening is a reasonable approximation to that of a plane traveling sound

wave in the free field. Measurements of the acoustic particle velocity into and out of the cavity are in close agree-

ment with both the simple model and a more detailed finite element model. Agreement between two dissimilar

modeling approaches and experiments suggests that the dominant features of the system have been accounted for.

By redirecting the acoustic particle velocity into and out of the cavity opening rather than the flow being parallel to

the plane surface, this configuration greatly facilitates the design and fabrication of structures intended to sense the

acoustic flow. VC 2025 Acoustical Society of America. https://doi.org/10.1121/10.0034788
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I. INTRODUCTION

A pressure-sensing microphone could be viewed as a

cavity in a surface along with some means of detecting the

sound-induced pressure gradient at the cavity opening. This

detection is typically accomplished using a membrane or

diaphragm and transducing its motion into an electronic sig-

nal. In silicon microphones, the cavity behind the pressure-

sensing diaphragm is created by using a through-wafer etch

from the backside of the wafer. For examples, see Shah

et al. (2019) or any introductory acoustics textbook (Miles,

2020). The present study consists of an examination of how

this cavity could be designed to facilitate the creation of a

silicon microphone that senses flow rather than pressure.

While the goal of this effort is to facilitate microphone

design, it is not intended to present a complete candidate

flow-microphone design. Our focus is on the starting point

rather than on tackling the entire system. The cavity that

comprises the essential component of pressure-sensing

microphones is one of countless systems that are important

in engineering acoustics that involve the interaction of an

incident sound wave with a closed volume of air having an

opening to the external sound field (Mahesh et al., 2024).

The closed volume is formed using essentially rigid walls

with an opening that permits an external sound pressure to

produce acoustic fluctuations within the volume. When the

dimensions of the opening and the enclosed volume are suf-

ficiently small relative to the sound wavelength, the sound

pressure tends to be rather uniform across the opening area

and within the volume. This is the configuration of the

familiar Helmholtz resonator (Strutt, 1916). Our interest

here is with the interaction of an external sound wave with

an enclosed volume having a markedly different shape than

that of the typical Helmholtz resonator. In an attempt to

keep things as simple as possible, the volume will be taken

to be rectangular, having a length, width, and depth. The

opening to the external field can then be considered to be

rectangular with dimensions equal to the length and width

of the air volume.

The dimensions of the cavity will be selected such that a

sound wave traveling parallel to the surface elicits flow simul-

taneously into and out of the cavity as depicted in Fig. 1.

Our current interest is to examine the use of this system

to facilitate the design of acoustic sensors. As with typical

microphones, we will assume that some sort of sensing

structure is placed at the opening of the air-filled volume.

Because the enclosed air-space differs significantly from the

image of a bottle having a narrow neck of the Helmholtz

resonator, in the following we will refer to it as a “cavity.”
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This cavity will be viewed as residing in an infinite (i.e.,

large relative to the wavelength) plane surface. A plane

sound wave travels along the surface in the direction parallel

to the length of the cavity.

In referring to the air-filled space behind the acoustic

sensing structure as a “cavity,” our interest here is on the

acoustic behavior of this cavity as used in common acoustic

sensors. Of course, typical pressure sensing microphones

rely on a diaphragm placed over a back volume of air, i.e., a

cavity (Miles, 2020). It is hoped that this will not be con-

fused with other acoustic cavities such as bomb bays in fly-

ing vehicles, which are also referred to as cavities. Strong

acoustic resonances can occur in bomb bays but these cavi-

ties are typically much larger than those of interest here and

are subject to notably different flow phenomena including a

significant steady free-stream velocity (Bartel and McAvoy,

1981). The essential physical principles involved in the sys-

tem considered here have little in common with those of

such high speed flows. All flow velocities considered here

are assumed to fluctuate with the sound frequency and have

zero mean when averaged over a period of the oscillation.

The Reynold’s numbers of the flows considered here are

assumed to be extremely small while those of higher speed

flows are generally very high.

One could consider countless acoustical effects that

could influence the sound field within the air volume. In the

present attempt to create a model of this system, we would

like to retain only the most dominant effects in order to elu-

cidate how the primary design parameters influence the

sound field. As with the Helmholtz resonator, the small

dimensions of this cavity also permit significant simplifica-

tions in analyzing the resulting sound field. We will assume

that the depth of the enclosed volume is significantly smaller

than the sound wavelength so that there is minimal pressure

variation through the depth. Unlike the assumptions of the

Helmholtz resonator in which it is normally assumed that

the incident sound pressure is essentially uniform across the

opening, the external sound field will be assumed to consist

of a plane traveling wave propagating parallel to the open

length of the cavity. The cavity length will be assumed to be

small but not negligible relative to the sound wavelength.

This assumption permits length-wise variations in the pres-

sure and particle velocity across the opening and within the

volume. Because the external sound pressure and particle

velocity are uniform in the direction of the cavity width, we

will assume the field within the cavity does not vary across

the width.

We should also mention that despite the fact that the

cavity examined here shares the assumption of small dimen-

sions relative to the sound wavelength with the Helmholtz

resonator, we do not consider the present system to be a

“resonator,” although any acoustic system can resonate.

While resonance is a defining feature of the Helmholtz reso-

nator, it is not an essential feature of the system considered

here.

The essential acoustical phenomenon in this system is

that when the sound wave arrives at the cavity, the acoustic

particle velocity experiences an abrupt change of direction;

rather than being in the direction of propagation as it is in

any plane sound wave, and as occurs along the planar sur-

face before encountering the cavity, it is redirected at the

cavity leading edge toward the cavity bottom. Because the

cavity dimensions are small relative to the sound wave-

length, the air within the cavity can be considered rather

incompressible. Consequently, downward flow at the lead-

ing edge is accompanied by flow up and out of the cavity at

the trailing edge. Again, this is depicted approximately in

Fig. 1.

This combination of inward and outward acoustic flow

by the cavity can provide a foundation for practical acoustic

sensors that detect acoustic particle velocity. Another conse-

quence of the relatively small dimensions of the cavity is

that small details of the cavity shape tend to not have a dom-

inant influence on the sound field; small departures from the

ideal rectangular shape are not likely to have much influ-

ence. A primary aim of the present study is then to deter-

mine the approximate cavity dimensions that enable this

simultaneous inward and outward air motion.

The required cavity dimensions will be estimated by

first constructing a highly simplified mathematical model of

the system. Again, while there are countless acoustical

effects that could influence the field, our aim is to account

only for those that dominate so we obtain the simplest

FIG. 1. (Color online) Illustration of the microscale flow-sensing concept.

Rather than use structures that are oriented orthogonal to the chip substrate

as depicted in Fig. 2, in this study we consider the redirection of the sound-

induced flow into and out of a cavity in the chip. The upper panel (a) depicts

a perspective view of the chip with flow into and out of the cavity. The

direction of the fluctuating flow (into and out) is depicted by the red and

blue arrows. When the external fluctuating field consists of acoustic particle

flow from left to right, the red arrows depict flow into the cavity on the left

side while flow leaves the cavity on the right side. The blue arrows indicate

the flow directions when the external field flows from right to left. The

lower panel (b) shows a side view with red arrows indicating the direction

and magnitude of the flow.
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possible design guidelines. This simple model is then veri-

fied experimentally and is found to agree with results

obtained using a more detailed finite element model. Having

determined the essential dimensions of the cavity to produce

this simultaneous inward and outward acoustic flow in the

cavity, we then examine how this system could be utilized

to facilitate the design of acoustic sensors. Because the

geometry of this system produces a redirection of the acous-

tic particle velocity, we will explore how to employ it in the

creation of sensors to detect acoustic particle velocity.

The results given in the following show that the velocity

of the acoustic flow into and out of the cavity can be a close

approximation to the acoustic flow velocity in the incident

plane sound wave propagating parallel to the planar surface

in which the cavity resides. Detecting this flow velocity into

and out of the cavity could then provide a practical way to

measure the acoustic particle velocity in the external field.

This could result in a dramatic departure from our usual way

of designing acoustic sensors.

Since a key feature of this system is simultaneous flow

into and out of the cavity, its use in the creation of a practical

acoustic sensor requires some means of detecting the flow.

Sound, as detected by humans and most vertebrates, consists

of minute fluctuations in pressure which result in displacement

of our pressure-sensing tympana. When contemplating designs

of microphones, it can be instructive to examine hearing

organs in animals, since Nature has a well-deserved reputation

for getting things right. Countless animals detect sound with-

out tympana, using fine hairs which are often driven by vis-

cous forces in the air as it moves due to spatial gradients in the

fluctuating sound pressure. While the design of microphones

has nearly always been inspired by pressure-sensing ears such

as our own, it might be that the detection of acoustic flow, or

particle velocity, as used by the vast majority of hearing ani-

mals e.g., arthropods such as crickets and spiders, many

aquatic animals, etc. (Bathellier et al., 2012; G€opfert and

Robert, 2000; Tao and Yu, 2012), might prove beneficial in

many applications. The use of a cavity to redirect the flow as

described in the following could provide a key step in achiev-

ing a practical design.

Fine hair-like structures to be used in sensing flow can

be fabricated using various methods, including silicon

microfabrication, and there have been several designs

described in the literature (Dagamseh et al., 2010;

Droogendijk et al., 2014; Tao and Yu, 2012). In many cases,

these structures are inspired by insect flow-sensing hairs and

consist of a relatively rigid structure supported on a flexible

hinge that incorporates some sort of sensing mechanism.

This structure is often oriented orthogonal to the plane of a

silicon chip in order to take advantage of the acoustic flow

that is parallel to the chip surface as depicted in Fig. 2.

While these structures have been successfully fabricated by

researchers and their performance has been demonstrated,

the process required to fabricate them presents a dramatic

departure from that employed in microphones as fabricated

in micro-electro-mechanical systems (MEMS). This greatly

discourages their adoption in commercial products.

Because the cavity in the chip as used in the present

approach is a primary feature of widely-produced silicon

microphones, we anticipate that the sensing concept consid-

ered here could be implemented without a substantial depar-

ture from existing fabrication processes.

The idealized model of the cavity presented in the fol-

lowing contains only two design parameters, the length, L,

and the depth, D, as shown in Fig. 3(a). These two parame-

ters along with the acoustic wave number (the ratio of fre-

quency to sound speed, k ¼ x=c) are the only parameters in

the model. With so few parameters we should hope the final

equations in the model to be relatively simple and fairly

easy to interpret.

The final result provides a remarkably simple approxi-

mate expression giving the ratio of the acoustic particle

velocities flowing into and out of the cavity relative to the

acoustic particle velocity one would see in an ideal plane

traveling sound wave. The expression contains just two

terms, one giving the differential flow into and out of the

cavity which depends on the ratio of the cavity length L to

the depth D. This differential flow is what one would expect

if the fluid were incompressible since it does not involve

any compression of the air within the volume. The second

term gives the net flow which does involve compression of

air in the volume. This term depends on the cavity depth and

the acoustic wave number (i.e., the frequency and sound

speed). The two terms readily provide the ability to deter-

mine the length and depth of the cavity required to achieve

any of the well-known first-order directivity patterns, cardi-

oid, omnidirectional, bidirectional etc.

In addition to our highly simplified model, the acoustic

flow into and out of the opening of the cavity is detected

experimentally using electro-spun nanofiber meshes which

move with nearly the same velocity as the air and their

velocity can be measured using a laser vibrometer. The use

of thin fiber to examine acoustic particle velocity follows

from earlier work by two of us on the sound-induced motion

of spider silk (Zhou et al., 2018; Zhou and Miles, 2017).

Results were obtained using cavities having two different

FIG. 2. (Color online) Schematic of a sensor inspired by the flow-sensing

hairs of crickets. These structures are intended to be driven by viscous

forces in the flow. Adapted from Dagamseh et al. (2010).
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sizes. The “large-scale” cavity had dimensions 10 mm deep,

10 mm long, and 5 mm wide. The “small-scale,” or micro-

scale cavity had dimensions 0.5 mm deep, 3.5 mm long, and

1.8 mm wide. The fibers placed over the opening can accu-

rately represent the air velocity field at the opening of the

cavity. Experimental results are found to be in excellent

agreement with those predicted by the simplified model as

well as those obtained by a more detailed finite element

model. The agreement between experimental results and

two very dissimilar modeling methods suggests that the

essential features of the system have been adequately

captured.

The results presented here indicate that an effective

way to detect the acoustic particle velocity in a sound field

is to create a sensor that detects the flow in the opening of a

cavity, where the open surface is oriented parallel to the

wave propagation direction. This surface and cavity could

be constructed on a silicon chip having dimensions similar

to those used to fabricate MEMS microphones. The acoustic

flow into and out of a properly designed cavity can present

an excellent approximation to the acoustic particle velocity

in the far field. The construction of this system is readily

adaptable to silicon microfabrication processes and presents

an attractive alternative to previous design approaches con-

sisting of a flow-sensing structure placed orthogonal to the

silicon chip surface.

The acoustic flow into and out of a suitably designed

cavity is remarkably similar to the observed motion of

tympanal membranes in two species of parasitic flies, which

have been shown to possess directional hearing (Miles et al.,
1995; Robert et al., 1999). These tympana form the top sur-

face of an enclosed air-filled cavity, not unlike the cavity

examined here. It seems plausible that the acoustic flow in

the air space behind these tympanal membranes may play a

significant role in determining their directional tympanal

response. If so, the design of bioinspired directional micro-

phones should consider the effects of the air-filled cavity,

which may lead to less dependence on the details of the dia-

phragm mechanical design.

The highly simplified model of the acoustic flow in the

cavity is presented in the following section. The experimen-

tal methods and results of detecting the acoustic flow in cav-

ities having two different sizes are then presented along

with those obtained using a more detailed finite element

model. This is then followed by a discussion and

conclusions.

II. TWO-DIMENSIONAL (2D) ANALYTICAL MODEL

In the following, we will examine the sound field in air

in a small, shallow hole, or cavity, in a rigid planar surface.

The sound field within the cavity results from a sound wave

in the region above the hole traveling in the direction paral-

lel to the planar surface. The dimensions of the hole are

assumed to be smaller than the sound wavelength. Our goal

here is to create the simplest model that captures the most

FIG. 3. (Color online) Nanofiber mesh spun over the cavity. (a) 2D representation of the acoustic flow over and into a cavity. The cavity is divided in half

with two equal open surfaces with areas S1 and S2. Air velocity is detected near the leading edge and the trailing edge as V1 and V2. As discussed in Sec. II,

the cavity length L and depth D are important design parameters that determine the frequency range over which it permits simultaneous in and out flow as

opposed to behaving as a conventional Helmholtz resonator. (b) Schematic of the large scale cavity. The top plate is 200lm thick. It has a rectangular open-

ing 10 mm in length, and 5 mm in width. The top plate is placed over the cavity opening. Thin, flexible fibers were electro-spun over the opening of the top

plate. Red dots indicate locations where the velocity of the fiber in the direction normal to the opening was measured. The large scale cavity has the dimen-

sions of L ¼ 10 mm; D ¼ 10 mm. The opening of the cavity has the same dimension as the opening of the top plate. (c) SEM photo of the PVDF-TrFE elec-

tro-spun nanofibers. The average diameter of the fiber is 300 nm. (d) Experimental setup for measuring the acoustic response of the fiber mesh over the

cavity showing the lens of the laser vibrometer to measure the fiber motion and the calibrated microphone to measure the incident sound pressure.
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important features of the sound field within the hole; a more

detailed model will doubtless account for many other effects

such as those due to viscosity along with the compressibility

and inertia of the gas but these will be neglected here to

avoid obscuring the first-order effects. As a result, this

model is applicable only at the lower frequencies, below the

resonant frequencies of the system. Because of these simpli-

fications, the result provides simple guidance on the length,

L, and depth, D, in which the acoustic particle velocity is

likely to flow in at one end of the hole and out the other,

rather than be dominated by flow in and out that tends to be

uniform across the opening. Uniform flow across the entire

opening is typically encountered in a conventional

Helmholtz resonator. In this study, we are mainly interested

in the case where the flows at the two ends of the hole are

simultaneously in opposite directions. This out-of-phase

flow can result in negligible change of mass (and density) of

the gas within the hole and, for our purposes, the fluid can

be considered to be incompressible.

In this simple model, we will consider the hole to be

rectangular with a length, L, in the direction of sound propa-

gation and a width, B. Assume that the sound pressure is

constant across the width so there is no flow in that direc-

tion. Again, the dimensions of the hole are taken to be sig-

nificantly smaller than the acoustic wavelength. In

particular, the depth of the hole is small enough that the

acoustic pressure is nearly independent of the distance from

the bottom of the hole, z, as shown in Fig. 3(a). In addition,

a plane wave propagating in the x-direction above the hole,

as shown in Fig. 3(a) is not significantly affected by the

hole. We can express the fluctuating sound pressure,

pðx; z; tÞ; in this plane traveling wave propagating in the pos-

itive x direction as a function of x, z, and time, t as

pðx; z; tÞ ¼ Peixte�ikx; (1)

where k ¼ x=c is the wave number, x is the frequency in

rad/s, i ¼
ffiffiffiffiffiffiffi
�1
p

, and c is the speed of acoustic wave propa-

gation (Miles, 2020). Consider the opening of the hole to be

divided into two regions having areas S1 and S2 as depicted

in Fig. 3(a). These adjacent areas will be assumed to be

equal but for now, denote them with subscripts 1 and 2.

The centers of these areas will be separated by a distance

d ¼ L=2 where L is the total length of the cavity. Each area

will be considered to have a width B and length L=2 so that

Si ¼ BL=2 for i¼ 1, 2; the areas are taken to be equal,

S1 ¼ S2 ¼ S.

In this highly simplified view of the cavity, consider the

motion of the air in the two areas S1 and S2 to be in the verti-

cal direction and uniform within each area, so that each of

the two surfaces acts like a uniform, massless piston. This

type of system can be modeled using the approach described

in Miles (2016). Here, each of the two areas is considered to

be a piston having no mass or stiffness connecting it to the

substrate. Let the vertical displacement of these two imagi-

nary membranes be x1 and x2. Each of these motions results

in a change in pressure, Pv within the volume, V as given in

Eq. (14) of Miles (2016), repeated here for convenience,

Pv ¼ �qoc2DV=V ¼ �qoc2xiSi=V; i ¼ 1; 2; (2)

where q0 is the nominal air density. Let the depth of the

back volume be D so that the total volume of air behind

these imaginary diaphragms will be V¼ LDB. Note that an

outward displacement, xi results in an increase in the total

volume and a reduction in the internal pressure. Equation

(19) of Miles (2016) gives the force applied to diaphragm j
due to the compression of the air in the back volume result-

ing from the displacements, xi of N diaphragms that share a

common back volume,

�PjSj ¼ kjxj þ Sj

XN

i¼1

xiSiqoc2=V; j ¼ 1;…;N: (3)

In our case, since our imaginary diaphragms have no

mechanical stiffness, kj, we will neglect kjxj.

If there are only two areas, Eq. (3) becomes

�P1S1 ¼ S1

X2

i¼1

xiSiqoc2=V;

�P2S2 ¼ S2

X2

i¼1

xiSiqoc2=V; (4)

where, again, the mechanical stiffness terms, kj in Eq. (3)

have been neglected.

The net force from the external sound field given in Eq.

(1) and the force due to the air in the back volume in Eq. (3)

must equal the rate of change of the momentum of the total

moving mass, composed of the air within the volume.

Because our system has two coordinates, x1 and x2, it is

helpful to express the kinetic energy in terms of these coor-

dinates, or some linear combination of them. Consider the

energy and momentum due to the difference between them,

_x2 � _x1 . The total volume of air within the back volume,

V¼ LDB, will have a mass given by q0LDB. This mass of

air will be assumed to move with a uniform velocity within

the volume due to the difference in the membrane velocities.

The momentum of this mass may be estimated by

q0LDBð _x2 � _x1Þ. The kinetic energy of this mass will be

Tdiff ¼
1

2
q0Vð _x2 � _x1Þ2: (5)

This expression for the kinetic energy can provide a

convenient way to express the rate of change of momentum

associated with each coordinate, x1 and x2. The rate of

change of momentum must balance the net force. Let the

forces applied to each area by the external field [Eq. (1)] be

fe1
and fe2

. The net force applied to each area, including that

due to the external sound field, must equal the rate of change

of momentum associated with each coordinate,

fe1
¼ S1

X2

i¼1

xiSiqoc2=V þ q0Vð €x1 � €x2Þ;

fe2
¼ S2

X2

i¼1

xiSiqoc2=V þ q0Vð €x2 � €x1Þ: (6)

J. Acoust. Soc. Am. 157 (1), January 2025 Lai et al. 33

https://doi.org/10.1121/10.0034788

https://doi.org/10.1121/10.0034788


Equation (6) can be expressed in matrix form as

K
1 1

1 1

" #
x1

x2

 !
þ q0V

1 �1

�1 1

" #
€x1

€x2

 !
¼

fe1

fe2

 !
; (7)

where

K ¼ S2qoc2=V: (8)

We have simplified things by taking S1 ¼ S2 ¼ S. As men-

tioned previously, the centers of the two areas are sepa-

rated by a distance d ¼ L=2. The sound field is assumed to

be a plane wave propagating in the x direction, with the

origin x¼ 0 at the midpoint of the cavity. Let the two

pressures at the centers of the two areas be P1 and P2,

where

P1ðtÞ ¼ Peixtþikd=2 and P2ðtÞ ¼ Peixt�ikd=2: (9)

Equation (7) depends on forces instead of pressures and

since we have assumed the areas are equal, the two forces

are

fe1ðtÞ ¼ PSeixtþikd=2 and fe2ðtÞ ¼ PSeixt�ikd=2: (10)

The particular solution to Eq. (7) can be written as

x1ðtÞ
x2ðtÞ

 !
¼ eixt X1

X2

 !
; (11)

where X1 and X2 are complex amplitudes. Equations (7),

(10), and (11) lead to

X1

X2

 !
¼ K

1 1

1 1

" #
� x2q0V

1 �1

�1 1

" #( )�1

� PSeikd=2

PSe�ikd=2

 !
: (12)

It is helpful to express our solution in terms of veloc-

ity rather than displacement. The velocities of our surfaces

are

v1ðtÞ
v2ðtÞ

 !
¼ eixt V1

V2

 !
¼ ix

x1ðtÞ
x2ðtÞ

 !
; (13)

where V1 ¼ ixX1 and V2 ¼ ixX2 are complex velocity

amplitudes.

In addition, we’d like to normalize them as the ratio of

each velocity to the velocity of the acoustic particles in a

plane sound wave. The acoustic particle velocity in an ideal

plane wave is

Vair ¼
P

q0c
: (14)

The normalized velocities of our surfaces are then

V1=Vair

V2=Vair

 !
¼ ix K

1 1

1 1

" #
�x2q0V

1 �1

�1 1

" #( )�1

� q0cSeikd=2

q0cSe�ikd=2

 !
: (15)

The algebra may be simplified a bit by letting

k ¼ x2q0V

K
¼ x

c

� �2

4D2 ¼ 4ðkDÞ2; (16)

where, again, k ¼ x=c is the wave number and D is

the cavity depth as shown in Fig. 3(a). Equation (15)

becomes

V1=Vair

V2=Vair

 !
¼ ix

1 1

1 1

" #
� k

1 �1

�1 1

" #( )�1

� q0cS=Keikd=2

q0cS=Ke�ikd=2

 !
: (17)

Inverting the matrix and rearranging give

V1=Vair

V2=Vair

 !

¼ �ixq0cS

4Kk

1� k �1� k

�1� k 1� k

" #
eikd=2

e�ikd=2

 !

¼ �ixq0cS

4Kk
ð1� kÞeikd=2 � ð1þ kÞe�ikd=2

�ð1þ kÞeikd=2 þ ð1� kÞe�ikd=2

 !
:

(18)

Using Eq. (16), Eq. (18) becomes

V1=Vair

V2=Vair

 !
¼ �ic

8Dx
ð1� kÞeikd=2 � ð1þ kÞe�ikd=2

�ð1þ kÞeikd=2 þ ð1� kÞe�ikd=2

 !
;

(19)

where we have used the fact that

S

V
¼ 1

2D
: (20)

Equation (19) may also be written as

V1=Vair

V2=Vair

 !
¼ �ic

8Dx

2i sinðkd=2Þ � 2k cosðkd=2Þ
�2i sinðkd=2Þ � 2k cosðkd=2Þ

 !

¼

1

4Dk
sinðkd=2Þ þ ikD cosðkd=2Þ

� 1

4Dk
sinðkd=2Þ þ ikD cosðkd=2Þ

0
BB@

1
CCA:

(21)

When kd=2� 1, this can be approximated by
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V1=Vair

V2=Vair

 !
�

d

8D
þ ikD

� d

8D
þ ikD

0
BB@

1
CCA ¼

L

16D
þ ikD

� L

16D
þ ikD

0
BB@

1
CCA:
(22)

Equation (22) provides a remarkably simple way to

determine the necessary length and depth of a cavity (or a

back-side hole) to achieve either omnidirectional or first-

order directional response. We can account for the effects of

a plane sound wave incident at an angle / relative to the x
direction, i.e., the long axis of the cavity shown in Fig. 3(a),

by replacing the wave number k by k cosð/Þ. Equation (22)

then reduces to the cardioid directivity pattern when the in-

phase and out-of-phase terms have identical amplitudes.

This occurs at a frequency given by

xc ¼
Lc

16D2
: (23)

At frequencies below xc, we expect out-of-phase, bidirec-

tional response while at higher frequencies we expect in-

phase, omnidirectional response. As an example, if the

length of the cavity is L¼ 1 mm and the depth is

D¼ 0.5 mm, this gives xc � 86 000 rad/s or 13 687 Hz.

Below this frequency, the in-and-out flow of air in the sound

field essentially provides a means of estimating the acoustic

particle velocity in the plane sound wave. At higher frequen-

cies, or where the depth of the cavity becomes large enough

relative to the sound wavelength, the dominant motion is

essentially uniform across the opening with the air flowing

in and out with the fluctuating pressure. In other words, at

higher frequencies, it behaves more like a conventional

Helmholtz resonator.

III. MEASUREMENT OF ACOUSTIC FLOW IN CAVITIES

In order to better-understand the acoustic flow into and

out of small cavities, measurements have been performed

using both “large-scale” and “micro-scale” cavities.

Because our interest here is on acoustic sensing, our “large

scale” cavity is not particularly large, having dimensions on

the order of millimeters so that the dimensions are reason-

ably small relative to acoustic wavelengths in the audible

range of frequencies. In the following, experimental meth-

ods and results are presented for both types of cavities.

These results are then compared to those obtained from our

simplified analytical model presented previously along with

results obtained from a detailed finite element model.

All acoustic measurements were conducted in the

anechoic chamber at Binghamton University. The chamber

interior dimensions are 4.2 m wide, 5.4 m long, and 3.2 m

tall. The absorbent wedges covering all surfaces are made of

fiberglass. The chamber has been certified by the manufac-

turer to provide an anechoic environment at all frequencies

above 80 Hz. The noise floor of the chamber is approxi-

mately 0 dBA. The anechoic chamber was tested using

methods specified in: ISO Standard 3745-2003, Annex A,

“General procedures for qualification of anechoic and hemi-

anechoic rooms.” The primary components of the measure-

ment system were a data acquisition system (NI PXI 1033,

National Instruments, Austin, TX), a laser vibrometer (Polytec

OFV 534, Polytec, Baden, Germany), a fixture for the cavity, a

loudspeaker system, a reference microphone (B&K 1/8 in. ref-

erence microphone, B&K, Naerum, Denmark), and a motor-

ized positioning system (Newport).

The acoustic domain examined here consists of either

the “large scale” or “micro-scale” rectangular cavity having

one side open as shown in Fig. 3. Measurements of the air

particle velocity in the direction normal to the open surface

were obtained at several locations across the opening of

each cavity while a plane acoustic wave traveled parallel to

the open surface in the domain outside each cavity.

A. Experimental methods: Large scale cavity

Figure 3(b) shows a schematic of the apparatus used to

measure the air particle velocity in the “large scale” cavity.

The top plate shown in the figure, having a thickness of

200 lm, is placed over the cavity opening. Thin, flexible

fibers were electro-spun over the opening of the plate, as

described in the following. The sound-induced motions of

the fibers were measured using a laser vibrometer to detect

the flow of the air at the top surface. The plate with fibers

could then be placed over cavities having different depths,

allowing the same set of fibers to be used to investigate the

flow in different cavities. The top plate and the “large scale”

cavity on which it was placed were fabricated via fused

deposition modeling (FDM) three-dimensional (3D) printing

technology employing an Anycubic Kobra Plus 3D printer.

Poly(lactic acid) (PLA) filament was utilized as the printing

material with an infill density of 40%.

The top plate used for this “large scale” cavity featured

a hole measuring 10 mm in length, 5 mm in width, and

200lm in depth. The plate was used to measure the flow

into and out of two different cavities that shared the same

length and width dimensions but differed in depth, measur-

ing 5 and 10 mm, respectively.

To collect highly-aligned electrospun Poly(vinylidene

fluoride-trifluoroethylene) (PVDF-TrFE) fibers across the

top plate, two strips of copper tape were attached to the

long-edge of the hole in the top plate, comprising parallel

electrodes. PVDF-TrFE solution (16 wt:%) was prepared by

dissolving PVDF-TrFE powders (75/25, PolyK

Technologies, LLC, North Philipsburg, PA) in a solvent

mixture of dimethylformamide (Carolina Chemical) and

acetone (VWR Chemicals) in a 3:2 volume ratio. This solu-

tion was thoroughly mixed overnight at ambient temperature

using a vortex mixer (Daigger Scientific Inc., Buffalo

Grove, IL). The homogeneous PVDF-TrFE solution was

then loaded into a plastic syringe with a metal needle (22

gauge) connected via a Teflon tube. A syringe pump was

employed to control the flow rate at 0.1 ml/h. The blunt nee-

dle and the 3D printed top plate with parallel electrodes on

the long-edge sides of the hole were mounted on a 3-axis
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robot (JANOME JR3304, Tokyo, Japan) to precisely control

the fiber deposition across the hole on the top plate by

restricting electrospinning duration to 1 s and regulating

travel distance of the blunt needle to 20 mm. The distance

between the metal needle tip and the grounded collector was

maintained at 20 mm. A 4 kV voltage was applied to the

metal needle using a high-voltage power supply (Acopian

Technical Company, Easton, PA). The entire fiber fabrica-

tion process was conducted under room temperature

conditions.

The fiber mesh was coarsely spun on the top plate

which was placed on the open surface of the cavity. The

fiber mesh was then located at the cavity opening. Since the

average fiber diameter is approximately 300 nm, when

woven to form a mesh with minimal tension it is compliant

enough to move with the air, much like the spider web mov-

ing due to sound (Zhou et al., 2022; Zhou and Miles, 2017).

The laser was focused on the fiber mesh to measure the fiber

motion in the direction normal to the cavity opening, i.e.,

parallel to the laser beam. Fiber velocity due to sound was

measured at the locations of the red dots shown in Fig. 3(b).

The reference microphone was placed near the opening of

the cavity to measure the incident sound pressure as shown

in Fig. 3(d). The excitation consisted of a stepped sinusoidal

signal and time-domain windowing was used to acquire the

acoustical frequency response while eliminating the acousti-

cal reflection and uncorrelated noise (Lai et al., 2022).

B. Experimental results: Large scale cavity

To examine the acoustic flow into and out of the large

scale cavity, we attempted to measure the influence of the

cavity on the acoustic flow field. To do this, we first mea-

sured the fiber mesh motion in the hole of the thin top plate

shown in Fig. 3(b), without the cavity beneath it. Because

the 200 lm thickness of the top plate was considerably

smaller than the sound wavelength at frequencies of interest

here, it was too thin to influence the sound field when placed

in parallel with the direction of sound propagation. The data

shown in Fig. 4(c), especially the phase, show that there is

little correlation in the flow in the direction into and out of

the holes in the top plate between the near side and far side.

Figure 4(d) shows the measured normalized velocity and

phase of the acoustic particle velocity at each end of the

hole in the top plate when the cavity is in place. In this case,

the phase data show the velocities of the fibers at the near

and far ends of the cavity tend to be in opposite directions,

while the normalized velocity, V=Vair shows the amplitudes

FIG. 4. (Color online) Acoustic flow field comparison with and without the cavity. Here, (a) and (b) show a 2D representation of the acoustic flow due to a

plane wave traveling parallel to the plane of the plate without and with the cavity, respectively; (c) and (d) show the normalized acoustic particle velocity of

the air in the direction perpendicular to the cavities open surface obtained by measuring the fiber mesh velocity near the surface of the cavity. Data are

shown for three locations equally spaced across the width of the cavity opening at both the near and far ends of the cavity. These measurements are thus

obtained at locations that are close to the leading and trailing edges of the cavity. The results are normalized relative to the acoustic particle velocity in the

far field, away from the cavity. The measured results show that when the cavity is present the measured phase between the leading and trailing edges differ

by approximately 180 degrees across a wide frequency range; the sound thus flows into the cavity on one end while flowing outward from the cavity at the

other end.
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are nearly identical. The air thus flows into the cavity on the

near side as it flows out of the cavity on the far side.

According to the analytical model in Eqs. (21) and (22), the

out-of-phase fiber mesh motions on the near and far side

will vary with frequency, x. Again, recall that the wave

number is k ¼ x=c where c is the sound propagation speed.

Since the depth of the cavity is 10 mm, a resonance is

expected at approximately 7 kHz. The data shown in Fig.

4(d) confirm our expectations.

The amplitudes of the normalized velocities are nearly all

the same and are nearly equal to unity over a wide range of fre-

quencies as shown in Fig. 5. In addition, the phase between the

near and far sides is close to 180 degrees over a fairly broad

frequency range; the air particle velocity due to sound is mov-

ing in opposite directions in and out of the cavity at frequencies

up to the first resonant frequency, approximately 7 kHz.

To examine the influence of the depth of the cavity, mea-

surements were obtained with the cavity depth reduced from

10 to 5 mm. The resulting averaged frequency response and

phase are compared in Fig. 6. Reducing the depth of the cavity

by a factor of two resulted in the resonance frequency being

doubled; the frequency region where the flow is out of phase is

expanded from about 7 to approximately 14 kHz.

Because the vast majority of microphones are fabricated

at the micro-scale, to be consistent with typical portable

electronic devices, micro-scale cavities have also been

examined. The methods and results are presented in the

following.

C. Experimental methods: Micro-scale cavity

The silicon micro-scale cavity is fabricated at the

Cornell NanoScale Science and Technology Facility in

Ithaca, NY. The cavity is fabricated on a 4.5 by 3.5 mm chip

by etching a rectangular through-hole in the center. In our

experiments, the bottom of the hole is closed by placing the

chip on a glass slide, or similar solid, smooth surface. The

hole size is 3.5 by 1.8 mm with a depth of 0.5 mm, equal to

the wafer (and chip) thickness. The wavelength of sound at

the upper limit of typical human hearing (20 kHz) is approx-

imately k � c=f ¼ 344=20 000 ¼ 17:2 mm, significantly

larger than the cavity dimensions so we do not expect reso-

nances to significantly affect the results. In addition, we

expect the out-of-phase air motion at the two ends to have a

much wider frequency range than was observed for the

large-scale cavity discussed before. As with the larger scale

cavity, PVDF nanofibers were electro-spun on the cavity

opening on the surface of the chip. The mesh density is con-

trolled to be very low so the air can travel between the fibers

and each fiber can fully interact with the air motion. The

FIG. 5. (Color online) Statistical analy-

sis of the acoustic response data mea-

sured using the large scale cavity model.

The solid lines are calculated mean val-

ues of the acoustic response magnitude

and phase. The error bars show 1 stan-

dard deviation (SD). As in Fig. 4, data

are shown for three locations equally

spaced across the cavity width at both

the near and far ends of the cavity. The

magnitude plot showing V=Vair shows

the mean of all of the data of both ends of

the cavity, which are all in close agree-

ment. The phase shows that the flow at

the two ends is nearly out of phase. The

normalized velocities, V=Vair , at both

edges are in close agreement.

FIG. 6. (Color online) Reducing the

cavity depth increases the resonant fre-

quency. Results are shown for the orig-

inal, full depth cavity and when the

cavity depth is reduced by a factor of

two. With the cavity depth cut in half,

according to the analytical model of

Sec. II, the resonance frequency of this

second order Helmholtz resonator will

double. The phase separation between

the near side and far side, or leading

and trailing edges, will also shift with

the resonance frequency. The mea-

sured data are consistent with these

predictions.
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measurement locations are illustrated in Fig. 7. The outer

perimeter of the pattern defines the measurements on the

chip top surface. The central vertical line on the fiber mesh

is indicated by the white dashed line. This line contains five

equally spaced measurement locations. The rest of the mea-

sured locations are divided into five rows. The incident

sound comes from the right side as indicated by the loud-

speaker depicted in Fig. 7. The leading edge is considered as

the side nearest to the loudspeaker, while the trailing edge is

considered as the side opposite the loudspeaker.

D. Experimental results: Micro-scale cavity

The frequency responses of the fiber mesh over the

micro-scale cavity are shown in Fig. 8. Again, the amplitude

of the velocity is normalized relative to that of the acoustic

particle velocity in the far-field. At distances sufficiently far

from the cavity, the sound is essentially unaffected by the

presence of the cavity. The figure represents results obtained

at the array of locations shown in Fig. 7. The figure shows

that the predicted amplitude and phase of the acoustic

particle velocities on each end of the cavity, as predicted by

Eq. (21), are in very close agreement with the measured

results.

A rather wide range of measured amplitudes are shown

in the upper panel of Fig. 8 while the phase data are gener-

ally either 690 degrees relative to the acoustic particle

velocity of a plane wave. The variation in measured particle

velocity amplitude can be better understood by considering

the variation of the amplitude with location. Because the

results shown in Fig. 8 do not vary significantly with fre-

quency, it may be instructive to consider how the velocity

varies with position at a representative frequency.

To better illustrate how the measured velocity varies

with position, the normalized response obtained at all mea-

sured locations shown in Fig. 8 are shown for a number of

frequencies in 3D plots in Fig. 9. To increase our confidence

in the experimental methods, results have also been obtained

using the finite element method (COMSOL). The model pre-

dicts the flow in the cavity due to an incident plane acoustic

wave as in the experiment and accounts for the effects of

compressibility and viscosity. The model does not, however,

include the effects of the fibers, which were intended to

have minimal influence on the acoustic flow. Because of the

diminutive size of the cavity, the numerical results include

the influence of viscosity on the acoustic flow. The numeri-

cal results are shown in Fig. 10. The measurements shown

in Fig. 9 show the out-of-phase motion at the two ends of

the cavity, in agreement with the predicted results shown in

Fig. 10.

IV. DISCUSSION AND CONCLUSIONS

As mentioned in Sec. I, a major motivation for this

study has been to explore a method of constructing an

acoustic particle velocity sensor that presents only a modest

departure from the fabrication process used to create current

MEMS microphones. Our present focus has been more on

how to position or package the sensing element than on how

to design the sensing structure itself. Previous efforts have

employed structures that protrude from a planar substrate,

much like insect flow-sensing hairs. While this can be an

effective approach and obviously endorsed by Nature, it

FIG. 7. (Color online) Measuring scheme of the micro fabricated cavity

with nanofiber mesh spun over the opening surface. The cavity measures

3.5 by 1.8 mm. A plane sound wave is incident from the right. Red dots

indicate the laser measuring locations. The laser is focused on the individual

fiber that is closest to each measurement location. The dashed line is the

middle line that divides the cavity into two equal regions. The nanofiber

mesh is uniformly spun over the cavity opening.

FIG. 8. (Color online) Measured

acoustic response of the micro-scale

cavity model. The solid red line shows

the measured maximum response pre-

sumably at both edges. The dashed

lines show the predicted response and

phase at the edges by the analytical

model. The area plots show the varia-

tion of the data set.
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leads to a structure that requires a dramatic departure from

standard silicon microfabrication processes. In addition, the

sensing element is exposed to non-acoustic forces along

with the desired sound. It is also vulnerable to damage. Our

aim has been to explore other, more practical, and we hope,

more effective ways to package an acoustic flow-sensing

device.

The approach taken in this study is to first consider the

use of a silicon chip, which is, of course, the essential com-

ponent in MEMS microphones. These microphones also

typically require a through-hole to be etched into the silicon

chip. The first step in designing either a pressure-sensing

microphone or a flow-velocity sensing microphone should

be to carefully determine the proper dimensions of this air

space behind the sensing structure. In conventional

pressure-sensing microphones, the sound pressure is sensed

by detecting the deformation of a pressure-sensing dia-

phragm over an opening of the hole. The primary aim of the

present study is then to examine the sound-driven flow in

the cavity as the first step in designing a flow-sensing micro-

phone. Our hope is that this approach will lead to a flow-

sensing microphone that represents a minimal alteration of

existing pressure-sensing microphone designs.

The focus of the present study is on the use of the cavity

to facilitate acoustic flow sensing; we will address the

design of a viscous acoustic flow-sensing structure in a

future effort. Our eventual aim is to detect acoustic flow

velocity using a viscous-driven structure, such as a

FIG. 9. (Color online) 3D visualization of the measured acoustic fiber motion due to flow in and out of the cavity at 300, 500, 1000, 2000, 5000, 10 000 Hz.

The measured results indicate that the sound-driven flow is both into and out of the cavity at each end, as predicted by the analytical model of Eq. (22). Air

particles will flow into the cavity from the leading edge and flow out from the trailing edge due to acoustic traveling wave. Below the lowest mode of the

cavity, the air acts incompressible. The same amount of air that flows into the cavity also flows out of the cavity at the other end.

FIG. 10. (Color online) Flow velocity predicted by our COMSOL model is similar to our measured results. (a) Measured flow velocity at 1000 Hz from Fig.

9(a). (b) 3D visualization of the COMSOL simulated acoustic particle motion at 1000 Hz. These predicted results account for the effects of viscosity and

compressibility of the air in the cavity.
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compliant microbeam, at the opening of the hole rather than

a pressure-sensitive diaphragm. A properly designed hole or

cavity will essentially re-direct the acoustic flow from the

direction parallel to the plane of the chip top surface so that

the air flows into and out of the hole due to sound. Detecting

that in-and-out flow could be accomplished with sensing

structures that are fabricated parallel to the surface of the

chip, as is done when fabricating silicon microphone dia-

phragms and countless other MEMS devices. If the acoustic

flow velocity into and out of the chip is reasonably similar

to the acoustic flow velocity in the free stream, then this sys-

tem could comprise the essentials of a MEMS flow-sensing

microphone fabricated with nearly the same steps that have

already been established for making MEMS microphones.

It should be noted that the acoustic particle velocity

exists because of spatial pressure gradients in the sound

field. So, if we create a device that detects pressure gradients

through the use of a diaphragm or membrane acted on by

the pressures that are normal to its two opposing surfaces,

then its resulting motion can be expected to correspond with

the motion of the acoustic particles. An alternative way to

detect the motion of the acoustic medium could be to devise

a structure that is acted on directly by the flow rather than

the pressure gradient that causes the flow. This could be

realized using a thin hair or fiber driven by viscous forces

resulting from the relative motion between the pressure-gra-

dient-driven flow and the solid hair or fiber.

Viscous forces are employed in ears that use fine hair to

sense the sound. These two approaches, pressure gradients

versus viscous forces, require very different sensor designs

and sizes; pressure gradients are most easily detected using

a membrane or diaphragm-like structure while viscosity-

driven structures normally take the form of relatively small,

fine hairs, thin beams, or fibers. In the following we will

refer to either type of sensor to be directional since both

quantities, pressure gradient or flow velocity, are vectors

having both magnitude and direction.

Again, our current focus is not on the design of the

sensing structures themselves but on the design of a cavity

used to support and contain the sensing structures. The

inspiration for the use of a cavity to facilitate the use of

viscous-driven acoustic flow sensors is inspired by methods

used to detect sound pressure gradients by small animals.

Animals often need to detect the direction of sound propaga-

tion. This is achieved by sensing the sound pressure gradient

through the use of a pair of ears rather than sensing only the

scalar pressure alone, as could be accomplished using a sin-

gle ear. Nearly all animals that sense sound pressure do so

with more than one ear.

Some small animals have evolved coupled pressure-

sensing ears that enable the detection of the pressure gradi-

ent on their external surfaces and hence, the direction of

acoustic propagation despite their small size (Knudsen,

1980; Larsen et al., 2016; Michelsen et al., 1994; Robert,

2005). There are numerous examples of other acoustically

coupled ears, where the air spaces behind the tympana are

connected by an air-filled tube or duct (Fletcher and Hill,

1978; Mason, 2016; Vossen et al., 2010). In the parasitoid

fly, Ormia ochracea, the tympanal ears are coupled by a

cuticular bridge which has been identified as crucial to

enabling it to localize sound remarkably well (Miles et al.,
1995). In this animal, the detection of differences in pressure

at the two tympana along with the detection of the common,

or spatial average pressures produces a directionally depen-

dent tympanal response; the ear that is closest to a sound

source responds with significantly more amplitude than the

opposite ear, which is a mere fraction of a millimeter further

from the sound source.

The discovery of the coupled tympana of Ormia ochra-
cea continues to result in numerous efforts at biomimicry to

create miniature directional microphones (Ando et al., 2009;

Bauer et al., 2016, 2017; Cui et al., 2006; Ishfaque and Kim,

2017; Liu et al., 2008; Miles and Hoy, 2006; Miles et al.,
2009; Rahaman and Kim, 2019, 2020a,b; Sung et al., 2007;

Zhang et al., 2018; Zhang et al., 2017; Zhang et al., 2014).

A primary challenge in these designs has been to create a

light-weight, pressure-sensing structure that responds well

to pressure gradients. Although not addressed in most of

these biomimetic designs, a daunting challenge in creating

small directional microphones is to faithfully capture the

sound field while minimizing the response to random ther-

mal noise (Lai et al., 2024).

Along with Ormia, another parasitoid fly Emblemasoma
spp. has shown directional tympanal hearing (Robert et al.,
1999). In this case, however, the pair of tympana connected

by an intertympanal bridge in Ormia are replaced by a

single tympanal membrane having two sets of sensory cells;

essentially a single tympanum shared by two ears. The fact

that the tympanal structures of these two flies, Ormia and

Emblemasoma, have very different tympanal structures

while both achieve directional tympanal response suggests

that the structure of the tympana may not be the only deter-

mining characteristic of these ears that enables directional

hearing; other anatomical features of these ears might be uti-

lized in creating biologically-inspired designs of directional

acoustic sensors.

In both of these flies, the tympana encloses a common

back volume of air. Based on our examination of the interac-

tion of an acoustic cavity with an external acoustic wave as

discussed previously, it seems reasonable to hypothesize

that the essential directionally sensitive response of the ears

of these two flies might also be strongly influenced by the

back cavity. It may be that by using an appropriate back

cavity behind the tympana, details of the tympanal anatomy

(or diaphragm design in microphones) may play a secondary

rather than primary role in determining the response to

sound.

While not addressed in this initial study, it is possible

that the incorporation of the cavity with the sensing struc-

tures as employed here could have a number of additional

practical benefits. We suspect that because the thickness of

the viscous boundary layer grows as the frequency of the

sound is reduced, low frequency, i.e., long wavelength pres-

sure fluctuations will tend to be attenuated by the cavity.
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This could be beneficial in attenuating long wavelength,

non-acoustic fluctuations due to wind. Minimizing undesir-

able wind noise is always a challenge in directional micro-

phones that are designed to detect pressure gradients. A

flow-sensing microphone equipped with a properly designed

cavity may prove very beneficial in attenuating this wind

noise.
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