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ABSTRACT:
One common approach to creating a flow sensor is to fabricate sensing elements that extend perpendicularly from

the substrate, which typically provides sensor anchorage. However, this approach is impractical due to fabrication

challenges, structural fragility, and integration constraints. This paper explores an alternative packaging method that

integrates the sensor into a silicon chip for protection. Since this integration introduces boundary conditions from the

substrate, which negatively affect sensor performance, the substrate is removed to modify the fluid boundary

condition by transferring the sensing element to a designed cavity (3400 lm length, 1690 lm width, and 500 lm

depth). This process eliminates surrounding material while preserving the sensor element for comparison before and

after substrate removal. To illustrate this effect, the study presents examples that, while not optimized as flow

sensors, could still demonstrate how boundary conditions influence sensor performance. Results indicate that

removing the substrate increases viscous damping due to air interaction while reducing damping from substrate

boundaries. This leads to lower pressure-referred noise levels and a higher signal-to-noise ratio. These findings could

be useful for alternative packaging methods, where the substrate beneath the sensor is completely removed through

back-etching. This approach provides protection while simultaneously preserving sensor performance.
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(Received 2 September 2024; revised 1 March 2025; accepted 1 April 2025; published online 21 April 2025)

[Editor: Thomas Edward Blanford] Pages: 3045–3056

I. INTRODUCTION

Microcantilever beams have demonstrated their effec-

tiveness in detecting minute flow variations across various

applications,1–5 with their performance being heavily depen-

dent on material properties.6,7 However, the inherent ther-

mal noise floor, which determines the minimum detectable

signal, poses a significant obstacle to the performance of

micromechanical sensors, masking weak signals and limit-

ing their efficacy.8–14 Therefore, optimizing design parame-

ters, such as adjusting the viscous damping around the flow

sensor, is crucial for achieving a low-noise microscale flow

sensor. In this article, an attempt is made to demonstrate the

strong dependence of the thermal noise floor and acoustic

response on viscous damping and how changing the fluid

boundary conditions around the flow sensor can alter the

viscous force. This, in turn, helps decrease the pressure-

referred noise (PRN) level and design a better flow sensor.

In microphone design, it is well established that the

power spectral density of thermal noise floor is directly

proportional to the damping. This relationship is expressed

as GPP¼Kb T C/p Sd
2.15 Here, GPP represents the PRN

(Pa2/Hz), Kb the Boltzmann constant (J/K), T the tempera-

ture (K), C the damping coefficient (Ns/m), and Sd the dia-

phragm area (m). Damping can have both positive

(good damping) and negative (bad damping) effects on

device performance. Designers face limited options for

addressing thermal noise floor issues in pressure-sensing

microphones, typically focusing on reducing viscous damping

or increasing the diaphragm area.15,16 However, the pursuit of

either of these options can have adverse consequences, poten-

tially impacting production costs and other performance met-

rics. Such an issue becomes more severe for smaller

microphones fabricated using micro-electromechanical sys-

tems technology, which are typically more vulnerable to ther-

mal noise than larger microphones. In contrast, in innovative

microphone designs that prioritize sensing fluid motion over

sensing pressure, damping takes on a distinctly important

role. Enhanced damping might be advantageous in such

designs to enhance the sensor’s responsiveness to acoustic

signals and bolster the signal-to-noise ratio. Consequently,

while damping plays a crucial role in mitigating noise and

preserving signal fidelity in microphone design, achieving its

optimal balance is essential to ensure peak performance

across diverse applications.17–21

Acknowledging the crucial role of boundary conditions

around flow sensors, this article demonstrates how these

conditions, which lead to unwanted damping, affect the ther-

mal noise floor and acoustic response. While a typical

approach for creating flow sensors involves fabricating sens-

ing elements that extend perpendicularly from a substrate

for anchorage, this method is hindered by fabrication
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challenges, fragility, and integration issues. In response, the

study proposes an alternative packaging method in which

the sensor is integrated into a silicon chip for protection.

However, this integration introduces boundary conditions

from the substrate, which compromise sensor performance.

To address this, the substrate is removed by relocating the

sensing element to a specially designed cavity (3400 lm

length, 1690 lm width, and 500 lm depth). This process

eliminates surrounding material, allowing for a direct com-

parison of sensor performance before and after substrate

removal. Although the study includes examples not opti-

mized as flow sensors, they serve to illustrate the significant

impact that boundary conditions, particularly those from the

substrate, have on sensor behavior. All experiments were

conducted in the controlled environment of the anechoic

chamber at Binghamton University to ensure precise data

collection. The experimental results revealed that removing

the substrate increases the viscous damping coefficient of

the surrounding air, which reduces thermal noise. At the

same time, it reduces damping from the substrate bound-

aries, thereby improving the acoustic response. This com-

bined effect results in lower PRN levels and a higher signal-

to-noise ratio. Ultimately, these modifications reduce the

thermal noise floor and enhance the acoustic response, offer-

ing significant implications for improving the performance

and sensitivity of low-noise detection systems.

II. MATHEMATICAL FORMULATION

Many animals, such as mosquitoes and spiders, detect

sounds through hairs that respond to air movement rather

than through eardrums sensitive to pressure changes. This

natural mechanism provides a lasting source of inspiration

for designing innovative acoustic sensors.22–24 These hairs

detect fluid motion due to the interaction between the hair

and the airflow, resulting in a viscous force on the hair pro-

portional to the relative velocity between the fluid and the

hair. If we consider and simplify a flow-sensing hair, or a

microcantilever beam as a single degree of freedom system,

as illustrated in Fig. 1, the response can be described using

an equation that incorporates a spring, mass, and damper,

driven by motion at the end of another damper. The left

damper represents viscous damping arising from substrate

boundary restrictions, while the right damper represents vis-

cous damping arising from the interaction between the sens-

ing beam and the surrounding air. The former is considered

detrimental and “bad” damping as it restricts the motion of

the sensing structure in response to sound. In contrast, the

latter is considered beneficial and “good” damping as it acts

as the primary driving force for the acoustic motion of the

beam. This equation governs the motion, x(t), of the

system:15

m€x þ cb þ cgð Þ _x þ kx ¼ cg _y; (1)

where m represents the mass and k is stiffness. cb is the bad

damping constant that impedes the mass from moving, while

cg is the equivalent viscous damping constant, referred to as

good damping, which facilitates the mass movement. y(t)
¼ Y sin (xt) represents the displacement of the fluid, where

x is the excitation frequency and t represents time. By

substituting the derivative of fluid displacement, _y(t), into

Eq. (1), the equation is transformed into the following form:

m€x þ cb þ cgð Þ _x þ kx ¼ cgYx cos xtð Þ ¼ F cos xtð Þ: (2)

Here, the amplitude of the driving force, denoted as F, is

defined as F¼ cgYx. The solution is obtained by expressing

it in the form of an amplitude X and a phase h as follows:

x tð Þ ¼ X cos xt� hð Þ;

X ¼ F=mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2

0 � x2
� �2 þ 2x0fxð Þ2

q ; F ¼ cgYx;

h ¼ tan�1 2fxnX

x2
0 � x2

� �
;

f ¼ cb þ cg

2
ffiffiffiffiffiffi
km
p ; x0 ¼

ffiffiffiffi
k

m

r
; (3)

where f represents the damping ratio and x0 is the natural

frequency in radians per second.

A. Acoustic response

To respond to sound, it is necessary to compare the abso-

lute value of the velocity of the mass, _x(t) ¼�Xx sin (xt),

FIG. 1. The forced vibration of a cantilever beam under thermal excitation from the surrounding air. (a) A simplified analytical model of the system. (b) A

diagram showing the forces acting on the mass in the horizontal direction when disturbed to the right.
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to the velocity of air, _y(t)¼ Yx cos (xt). By substituting the

velocity of the mass and air into Eq. (3), the following

acoustic response is obtained (for more information, see

Ref. 15):

V

Vair

����
���� ¼ _x

_y

����
���� ¼ �Xx

Yx

����
���� ¼ X

Y

����
���� ¼

cgx
mffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

x2
0 � x2

� �2 þ 2x0fxð Þ2
q :

(4)

Figure 2 presents the acoustic response transfer function

between the moving mass and the driving air versus fre-

quency. In Fig. 2(a), a constant Cg¼ 1� 10�4 is maintained

while Cb varies, whereas Fig. 2 (b) maintain a constant

Cb¼ 1� 10�4 with varying Cg values. When the bad damp-

ing coefficient is increased while the good damping coeffi-

cient is maintained at a reasonable level, the Q-factor of the

resonance decreases due to higher damping, reducing the

acoustic response near the resonance frequency. Conversely,

increasing the good damping coefficient while keeping the

bad damping coefficient low enhances the acoustic response

across the frequency range.

B. Thermal noise floor

Considering the dominance of a single degree of free-

dom in the system’s motion, the mean square response E[x2]

induced by thermal excitation correlates with the absolute

temperature T, according to the equipartition theorem, as

follows (for more information, see Ref. 15):

1

2
KbT ¼ 1

2
kE½x2�: (5)

Here, Kb¼ 1.38� 10�23 m2 kg/(s2 K) represents Boltzmann’s

constant. If F(t) is a weakly stationary random process with

two-sided power spectral density SFF with units of N2/(rad/s),

which is constant at all frequencies, it may be shown that the

mean square response is given by the following:15

E x2½ � ¼ SFFp
k cb þ cgð Þ

: (6)

The equivalent power spectral density of the force due to

thermal excitation is as follows:

SFF ¼
cb þ cgð ÞKbT

p
: (7)

The two-sided power spectral density with units of m2/(rad/s)

of the mass motion from Eq. (3) is related to that of the driv-

ing force by the following:

Sxx xð Þ ¼ SFF=m2

x2
0 � x2

� �2 þ 2x0fxð Þ2
: (8)

Substituting Eq. (7) into Eq. (8), yields the following:

Sxx xð Þ ¼
cb þ cgð ÞKbT=pm2

x2
0 � x2

� �2 þ 2x0fxð Þ2
: (9)

The two-sided power spectral density of the moving mass

velocity with units of (m/s)2/(rad/s) due to thermal excita-

tion is obtained as follows:

S _x _x xð Þ ¼
cb þ cgð ÞKbTx2=pm2

x2
0 � x2

� �2 þ 2x0fxð Þ2
: (10)

The single-sided power spectral density of the moving mass

velocity with units of (m/s)2/(Hz) is as follows:

G _x _x fð Þ ¼ 4p S _x _x xð Þ ¼
4 cb þ cgð ÞKbTx2=m2

x2
0 � x2

� �2 þ 2x0fxð Þ2
: (11)

The impact of varying damping coefficients, Cb and Cg, on

the thermal noise response power spectrum of the moving

mass is shown in Fig. 3. Regardless of which damping coef-

ficient increases while the other is maintained at a reason-

able value, the thermal noise response demonstrates an

overall increase across frequencies, except within the reso-

nance region.

C. Pressure-Referred Noise (PRN)

Sound detection across a wide range of levels is critical,

particularly when aiming to detect very quiet sounds. To

achieve this, it is important to understand how design param-

eters influence the sensor’s detection capabilities. For con-

ventional pressure-sensing microphones, this capability is

often quantified through metrics such as “minimum detect-

able pressure” or “PRN.” The PRN is a measure of a micro-

phone’s sensitivity to the inherent noise within the medium,

such as thermal noise, and is a key factor in evaluating sensor

performance. PRN is determined by the ratio of mechanical

thermal noise to the sensor’s acoustic pressure response,

which is then multiplied by the acoustic impedance Z. This

FIG. 2. The effect of damping coefficients on the acoustic response. (a) As

the “bad” damping coefficient (Cb) increases, the response near resonance

decreases, indicating reduced sensitivity. (b) In contrast, increasing the

“good” damping coefficient (Cg) improves the acoustic response across the

frequency range, highlighting the positive effect of good damping on

sensitivity.
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relationship is captured by Eq. (12), which gives PRN in

units of (Pa/
ffiffiffiffiffiffi
Hz
p

). In this context, P represents the pres-

sure, q denotes the density of the medium, and c is the

speed of sound in that medium. While both thermal-

mechanical noise and acoustic response vary with fre-

quency, PRN tends to remain constant across the audible

spectrum. This constancy is because PRN depends more

on the uniform characteristics of the microphone’s internal

components, such as electronic noise from amplifiers or

thermal noise from resistors, and the medium’s acoustic

impedance, rather than the frequency of the sound being

detected:

ffiffiffiffiffiffiffiffi
GPP

p
¼ PRN ¼

ffiffiffiffiffiffiffiffi
G _x _x

p

Acoustic Response
� Z

¼

m=sffiffiffiffiffiffi
Hz
p

m=s

m=s

� pascal

m=s
¼ pascalffiffiffiffiffiffi

Hz
p ; (12)

Z ¼ P

Vair
¼ qc:

Figure 4 illustrates how the PRN of the moving mass varies

across different frequencies. The data suggest that increasing

the bad damping coefficient, while keeping the good damping

coefficient within a reasonable range, results in a rise in PRN.

This implies that bad damping (Cb) degrades the microphone’s

performance, reducing its sensitivity to quieter sounds.

Conversely, enhancing the good damping coefficient, while

keeping the bad damping coefficient at an acceptable level,

leads to a decrease in PRN across the frequency spectrum. This

indicates that good damping (Cg) improves the microphone’s

performance by enhancing its ability to detect quieter sounds.

To help clarify the implications of the thermal noise

floor and PRN, it is useful to distinguish between them. The

“thermal noise response” refers to the inherent motion of the

moving mass due to thermal excitation, quantified by the

power spectral density of this motion. It describes how ther-

mal energy from the surrounding environment induces ran-

dom vibrations in the system, which can interfere with the

desired signal detection. On the other hand, “PRN” is simply

the amount of sound pressure (with units of Pa) that would

produce the same response as the thermal noise excitation. It

is directly analogous to “input-referred noise” used very

commonly in characterizing electronic circuits.

III. EXPERIMENTAL SETUP

All measurements of the thermal noise floor and acous-

tic response were conducted within the anechoic chamber at

Binghamton University. The chamber has interior dimen-

sions of approximately 4.2 m in width, 5.4 m in length, and

3.2 m in height. It is certified by the manufacturer to deliver

anechoic conditions for all frequencies above 80 Hz. The

verification of this anechoic chamber’s performance was

carried out in accordance with the methods outlined in ISO

Standard 3745-2003, specifically Annex A, which details

the general procedures for qualifying anechoic and hemi-

anechoic rooms.

Figures 5(a) and 5(b) provide a detailed visualization of

the experimental setups for measuring the thermal noise

floor and acoustic response. Key components of these setups

include a Polytec OFV-534 laser vibrometer, a B&K type

4138 1/8 inch reference microphone, and motorized stages

for precise sample positioning. In the acoustic measurement

setup, the stimulus signal is generated via MATLAB and trans-

mitted through a National Instruments PXI 1033 data acqui-

sition system. The signal is then processed by a dbx model

234xs crossover filter, which splits it into low, mid-range,

and high frequencies. The speaker is 3 m away from the

measured location. These signals are amplified by Crown D-

75 and Techron 5530 amplifiers and directed to the corre-

sponding woofer, midrange, and tweeter components. The

FIG. 3. The effect of damping coefficients on the thermal noise floor. Both

damping coefficients have a similar effect on the thermal noise floor:

increasing either Cb or Cg while the other is kept constant results in an over-

all increase in thermal noise response across frequencies, except within the

resonance region.

FIG. 4. The effect of damping coefficients on the PRN. Higher values of

the “bad” damping coefficient (Cb) increase PRN and reduce sensitivity,

whereas increasing the “good” damping coefficient (Cg) decreases PRN,

enhancing the system’s ability to detect faint sounds.
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B&K type 4138 microphone records the sound pressure,

with its signal further amplified by a B&K type 5935 L dual

microphone power supply. Concurrently, the laser vibrome-

ter measures the velocity of the test samples, with data from

both instruments collected through the PXI 1033 system.

For the thermal noise floor measurement, the laser vibr-

ometer captures the velocity of the sample caused by ther-

mal excitation. These data are also collected via the PXI

1033 system and analyzed in MATLAB to be plotted.

PRN is calculated using data from both the acoustic

response and thermal noise floor. It is determined by the

ratio of mechanical thermal noise to the sensor’s acoustic

pressure response, adjusted by the acoustic impedance Z.

This calculation is crucial for assessing the system’s sensi-

tivity and is A-weighted over the audio band range of

100 Hz to 40 kHz. For a more detailed discussion on the

methodologies for measuring thermal noise floor and acous-

tic response, refer to Ref. 25.

IV. RESULTS AND DISCUSSION

In this section, the thermal noise floor and acoustic

responses of micro cantilever beams with various shapes

will be analyzed to illustrate the impact of different fluid

boundary conditions. Figures 6(a) and 6(b) show the sche-

matics of a single cantilever beam “with substrate” and the

beam “without substrate,” respectively. To investigate the

influence of various fluid boundary conditions on the beam

responses, the thermal noise floor and acoustic tests will ini-

tially be performed with all beams positioned approximately

1 lm above the underlying step and around 100 lm from the

chip substrate, a setup referred to as the beam “with sub-

strate” [Fig. 6(a)].

To isolate the effects of different fluid boundary condi-

tions on the structure, it is imperative to maintain consis-

tency by utilizing the same sample or beam. To achieve this,

the structure will be delicately detached from the current

chip and securely affixed onto another chip with a specially

designed cavity, thereby completely removing the substrate,

including the step, electrodes, and substrate. This setup is

referred to as the beam “without substrate” [Fig. 6(b)]. At

the end of the experiment, the responses of the beam with

and without substrate will be compared to assess the influ-

ence of changing fluid boundary conditions.

The depicted cavity selected for transferring process

has a length of 3400 lm, a width of 1690 lm, and a depth of

FIG. 5. (a) The thermal noise floor and

(b) the acoustic setups, highlighting

key components for precise measure-

ment and sample positioning. The sys-

tem features a Polytec OFV-534 laser

vibrometer, B&K type 4138 1/8 inch

reference microphone, motorized

stages, and an aluminum breadboard

platform.

FIG. 6. Schematic of a single cantilever beam (a) “with substrate” and (b) “without substrate.” These figures depict the beam mounted on the chip with

detailed components, illustrating the process of transferring the beam into the design cavity.
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500 lm. The precise transfer process is conducted using a

model 525 Micromanipulator, a Leica WILD M3Z Stereo

Zoom Microscope, a Zeiss AxioSkop-40 microscope, and

super glue. These tools, along with extreme care, will play a

crucial role in ensuring the accurate and secure relocation of

the structure for further experimentation.

Again, it is worth noting that all beams to be measured

at first possess a step with the size of 100 lm from the chip

substrate, and they are situated 1 lm above the surface of

the wall. To provide additional clarity and visual context,

Fig. 7 offers a side view of a single beam, offering a clear

depiction of the hinge connection to the fixed boundary con-

dition. It should be mentioned that the selected chip with a

single beam for photographing has a damaged wall which

can be seen in Fig. 7.

Each type of cantilever beam in our inventory has been

assigned a unique name, reflecting the variety of shapes they

encompass. The velocity-sensitive microphone is still in the

early stages of development, and these different beam

shapes have been designed and manufactured with inspira-

tion from nature. The goal is to investigate important param-

eters that could enhance the sensitivity of these beams.

While these designs are not yet optimized, they are being

tested to determine the influence of fluid boundary condi-

tions. To initiate the experiment, a straightforward or single

cantilever beam was chosen with dimensions: length of

1200 lm (x direction), width of 10 lm (z direction), and

thickness of 1.25 lm (y direction) as depicted in Fig. 8(a).

The images were acquired using a Nikon Eclipse LV-100D

microscope. It is worth noting that the beam vibrates hori-

zontally, which is reflected in its naming convention based

on its thickness and width. Following the measurement of

this micro single beam, it was delicately and precisely trans-

ferred using the Micromanipulator and microscopes to a

designated cavity. Through this transferring process, both

the substrate and the underlying wall underneath the struc-

tures will be removed. This transfer aims to alter the fluid

boundary conditions and observe its effects on the thermal

noise floor response which is shown in Fig. 8(b).

Figure 9(a) shows the noise floor response before filtra-

tion. Since we are primarily interested in the thermal noise

response, efforts were made to reduce electromagnetic noise

from the instrumentation, which is concentrated at discrete

frequencies. This noise can be minimized using filters.

Figure 9(b) shows the filtering process, which effectively

removes the pure tone from the signal. From this point

onward, only the filtered results will be shown to ensure

clarity and avoid redundancy.

Figure 10(a) shows the thermal noise floor response of

cantilever beams with and without substrate across various

frequencies. Based on Fig. 10(a), the first natural frequency

for the beam with substrate measures around 1184 Hz, while

for the beam without substrate, it registers at approximately

1283 Hz. To investigate the accuracy of the results, the

experimental results must be compared with other methods,

such as theoretical methods. The first natural frequency of a

cantilever beam can be determined using the formula

f¼ (3.52/2p)�(EI/(qAl4)), where, E, I, l, q, and A represent

FIG. 7. Side view of a single beam (y

direction) showing the hinge connec-

tion, step, electrodes, and cantilever

beam configuration.

FIG. 8. Single micro cantilever beam (a) “with substrate” and (b) “without substrate.” The photos are in the Z direction. “T” indicates the transfer of the

beam to the cavity.
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the modulus of elasticity, area moment of inertia, beam length,

density, and cross-sectional area, respectively.26 For compari-

son between the experimental and theoretical results, the struc-

tures are fabricated using a silicon on insulator wafer, so that

the device consists of single crystal silicon with modulus of

elasticity E¼ 170 GPa and density q¼ 2329 kg/m3.

Additionally, the dimensions of the cantilever beam are

h¼ 1.25 lm, b¼ 10 lm, and l¼ 1200 lm. Using the theoreti-

cal formula with the given values, the experimental method

for the beam with substrate yielded a first natural frequency of

1184 Hz, while the theoretical method predicted a value of

1199.4 Hz. These results show close agreement between the

predictions and the measurements.

Returning to the analysis of the results presented in Fig.

10(a), during the transfer process to the specified cavity, the

beam experienced a break at the hinge. This event resulted

in a shorter beam, subsequently causing an increase in its nat-

ural frequency. This increase is clearly observed in the results

for the beam without substrate and can be estimated using the

previously mentioned formula for natural frequency.

Similarly, using the formula f ¼ (1/2p)
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðK=mÞ

p
outlines an

equivalent spring-mass system for a beam to calculate its nat-

ural frequency.26 In this formula, “K” represents beam stiff-

ness, and “m” stands for the effective mass. According to this

formula, decreasing the effective mass and increasing the

stiffness (achieved by shortening the beam) both contribute

to an increase in the natural frequency.

Additionally, the observed rise in resonance frequency

after substrate removal can also be attributed to the reduc-

tion in the effective air mass load on the beam. It is well

established that reducing the air mass load increases the res-

onance frequency of mechanical structures and affects their

Q-factor.27 This dual effect (shortening of the beam and air

mass reduction) explains the observed shift toward higher

natural frequencies. This phenomenon has been consistently

observed across various cantilever beam shapes, and the

detailed results will be presented in this paper.

The pivotal observation derived from Fig. 10(a) is the

overall decrease in the thermal noise floor level across fre-

quencies, up to the second mode (7 kHz), except for the reso-

nance region after transferring to the cavity, henceforth

referred to as the beam “without substrate.” Additionally, the

first natural frequency peak of the cantilever becomes sharper

and narrower after the transfer, which corresponds to an

increase in the Q-factor. This phenomenon was also observed

and predicted in the theoretical model depicted in Fig. 3, pro-

viding validation for our experimental measurements.

This observation indicates a reduction in the influence

of bad damping (Cb) on the cantilever beam with substrate.

To elaborate further, when the beam with substrate is situ-

ated on the chip, the gap between the cantilever beam and

the step is approximately 1 lm. This proximity results in air

molecules being more densely packed, which increases the

viscous boundary layer effect between the beam and the sur-

rounding air. In turn, this creates more contact between the

beam with substrate and air molecules, intensifying the

damping effect on the beam and increasing the bad damping

coefficient (Cb). As a result, the first natural frequency peak

becomes more diffused and broader, which can be attributed

to the elevated air damping coefficient, corresponding to a

lower Q-factor.

In contrast, when the beam without substrate is posi-

tioned within the cavity, there is no substrate beneath it, cre-

ating a 500-lm gap between the beam and the surface. This

allows air molecules to move more freely and expand,

reducing their contact with the beam and decreasing the

thickness of the viscous boundary layer. This reduction in

proximity effects, coupled with the smaller viscous bound-

ary layer, leads to a decrease in the bad damping coefficient

(Cb). As a result, the reduction in air damping and the

altered proximity effects cause the first natural frequency

peak to become sharper and narrower, which is associated

with an increase in the Q-factor.

FIG. 9. The filtering process that effectively removed unwanted noise from

the signal. (a) Measured signals before applying filtering. (b) Measured sig-

nals after applying filtering.

FIG. 10. Comparison of (a) thermal noise floor response, (b) acoustic

response, and (c) PRN of cantilever beam with and without substrate versus

frequency.
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It is worth noting that, due to the narrowness of the can-

tilever beam, the effects of changes in fluid boundary condi-

tions (e.g., the removal of the substrate) and the

corresponding alterations in the viscous boundary layers and

proximity effects may be less pronounced compared to

larger structures. Larger structures would more effectively

demonstrate the impact of these changes in fluid boundary

conditions, viscous boundary layer thickness, and proximity

FIG. 11. Various shapes of microcantilever beams. Symbol 1 denotes beams with substrate, while Symbol 2 denotes beams without substrate. The photos

are in the z direction. “T” indicates the transfer of the beam to the cavity. The anchorage location, or fixed end, for all of the beams is at the bottom, where

the beam is attached to a circular-shaped base.

3052 J. Acoust. Soc. Am. 157 (4), April 2025 Karimi et al.

https://doi.org/10.1121/10.0036459

https://doi.org/10.1121/10.0036459


effects on the thermal noise floor response, which will be

further explored in the subsequent discussion.

Figures 10(b) and 10(c) illustrate the impact of fluid

boundary conditions on the acoustic response and PRN of

cantilever beams, with and without substrate, across various

frequencies, respectively. The frequency range spans from

100 Hz to 40 kHz, which is the frequency range of interest.

In Fig. 10(b), it can be observed that the acoustic

response of the micro cantilever beam increases after trans-

ferring to the designated cavity, referred to as cantilever

beams without substrate. Eliminating the backside boundary

conditions frees the sensing beam from stagnant air, thereby

increasing its interaction with sound-induced air motion.

Consequently, the damping coefficient from the driving air,

Cg is effectively enhanced. This observation aligns with the

predictions of the simplified analytical model, demonstrat-

ing an increase in acoustic response across the frequency

range.

To design effective acoustic velocity sensors, it is cru-

cial to understand their sensitivity to thermal noise in the

medium, which is why Fig. 10(c) was plotted. Figure 10(c)

illustrates that the PRN for the beam without substrate is

lower than that of the one with substrate. This improved per-

formance is attributed to a higher Q-factor, indicating

reduced energy losses. This suggests that the beam without

substrate is more effective in sensing quieter sounds com-

pared to the one with substrate.

In Fig. 10(c) and all subsequent figures related to PRN,

the calculation of SPL dBA is critical for assessing the sys-

tem’s sensitivity. SPL dBA values are calculated using an

FIG. 12. Comparison of (a) thermal noise floor response, (b) acoustic

response, and (c) PRN of box beam with and without substrate versus

frequency.

FIG. 13. Comparison of (a) thermal noise floor response, (b) acoustic

response, and (c) PRN of branched beam with and without substrate versus

frequency.

FIG. 14. Comparison of (a) thermal noise floor response, (b) acoustic

response, and (c) PRN of narrow curved beam with and without substrate

versus frequency.

FIG. 15. Comparison of (a) thermal noise floor response, (b) acoustic

response, and (c) PRN of wide curved beam with and without substrate ver-

sus frequency.
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A-weighting filter over the audio band range of 100 Hz to

40 kHz.

To ensure the validity and accuracy of the results, it is

essential to conduct the same experiment on different shapes

of cantilever beams. Figures 11(a)–11(f) present various

shapes of microcantilever beams, including “box beams,”

“branched beams,” “narrow curved beams,” “wide curved

beams,” “small leaf,” and “big leaf,” respectively. Each

shape is shown for both configurations: beams “with sub-

strate” and beams “without substrate.” It is worth noting that

the designs of these structures are inspired by nature itself.

Nature has always been a profound source of inspiration, as

it continually evolves and adapts to overcome challenging

environments. These biomimetic designs reflect an effort to

harness the ingenuity and efficiency of natural forms for sci-

entific exploration and innovation.

Figures 12–17 present the measurement results for these

beam shapes in the same order as shown in Fig. 11. Similar

results have been observed across these figures; and for the

sake of brevity, the main points will be highlighted without

repeating the underlying reasons.

From Figs. 12(a)–17(a), it can be observed that the

beam without substrate demonstrates an overall decrease in

the thermal noise floor level across frequencies, except for

the resonance region. This suggests a reduction in the bad

damping coefficient (Cb), which is associated with an

increase in the Q-factor. The first natural frequency of these

beams is presented in Table I. Additionally, the results for

the single beam are included in this table to provide a com-

prehensive comparison.

From Figs. 12(b)–17(b), the beam without substrate dis-

plays a heightened acoustic response compared to the one

with substrate, suggesting a reduction in bad damping upon

removal of the substrate.

Additionally, in Figs. 12(c)–17(c), it is observed that

the PRN associated with the beam without substrate is at a

lower level in contrast to the one with substrate. The SPL

dBA for the different beams with and without substrate over

the range of 100 Hz to 40 kHz is presented in Table II. From

this table, the “narrow curved” beam has the lowest SPL

dBA for both the beam with and without substrate compared

to other beam shapes. This indicates that “narrow curved”

beam has better performance and can detect quieter sounds.

Moreover, it becomes clear that increasing the surface

area of the structures, such as transitioning from a single

beam to a more complex configuration, amplifies the impact

of removing the substrate on the beam’s behavior. This is

attributed to the enhanced interaction between air molecules

and the larger surface area of the beam with substrate. As a

result, the larger beam moves through a denser arrangement

of air molecules, leading to an increase in the air damping

coefficient. In contrast, when the beam without substrate is

placed within the cavity, its larger surface area interacts

with air molecules that have greater freedom of movement.

Consequently, the shift from a beam with substrate to one

without substrate has a more significant effect on the beam

FIG. 16. Comparison of (a) thermal noise floor response, (b) acoustic

response, and (c) PRN of small leaf with and without substrate versus

frequency.

FIG. 17. Comparison of (a) thermal noise floor response, (b) acoustic

response, and (c) PRN of big leaf with and without substrate versus

frequency.

TABLE I. First natural frequencies of different beam shapes, with and without substrate.

Beam

specification

Single

beam (Hz)

Box

beam (Hz)

Branched

beam (Hz)

Narrow curved

beam (Hz)

Wide curved

beam (Hz)

Small

leaf (Hz)

Big

leaf (Hz)

With substrate 1184 1202 639 656 867 838 568

Without substrate 1283 1342 668 732 896 932 609
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with the larger surface area, highlighting the pronounced

influence of the altered environment. From Table II, this

shift is more evident in the “small leaf,” where the SPL dBA

difference between the beam with and without substrate is

around 10.

Overall, these findings suggest that a beam without sub-

strate is more effective in sensing quieter sounds compared

to one with a substrate.

V. CONCLUSION

In this study, an extensive experimental investigation

was conducted to analyze the influence of different fluid

boundary conditions on the thermal noise floor response,

acoustic response, and PRN of various microcantilever

beam configurations. The measurements were meticulously

conducted within the controlled environment of the

anechoic chamber at Binghamton University, ensuring the

highest level of data accuracy. A simplified analytical model

predicted the effect of different viscous damping from the

fluid boundary condition (bad damping, Cb) and fluid itself

(good damping, Cg) on structural dynamic response due to

thermal-mechanical noise and acoustic excitation. A practi-

cal approach was developed to modify the fluid boundary

conditions by exploring various microcantilever shapes and

removing the substrate. The substrate was successfully

removed by transferring the sensing element into a specially

designed cavity, eliminating surrounding material and

enabling a direct comparison of the sensor’s performance

before and after substrate removal.

The results indicated that the beam without substrate

exhibited a general reduction in the thermal noise floor level

across frequencies, with the exception of the resonance

region. This implies a decrease in the bad damping coeffi-

cient (Cb), which correlates with an increase in the Q-factor.

Moreover, the findings confirmed that reducing bad

damping (Cb) by removing the substrate leads to a reduction

in the thermal noise level of the flow sensor, while simulta-

neously increasing its acoustic response. Overall, this results

in a decrease in PRN and a consequent improvement in the

performance of the acoustic sensor.

Additionally, the study underscored the crucial role of

structural size, with larger surface areas demonstrating a

more pronounced sensitivity to variations in fluid boundary

conditions. As the size of the beam increased, the interaction

between air molecules and the beam’s surface intensified,

amplifying the influence of the altered environment.

Overall, these findings offer significant potential for

advancing low-noise acoustic flow sensors, where reducing

PRN is critical for detecting faint signals.
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