Econometrics 616

Exam I

Spring 2005

Total Points: 100

Time: 1 hour and 30 minutes
Note:  Answer all questions and show work when necessary.  Good Luck!

1. Consider the model
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(a)
Using the formula 
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(2)

where the lower case variables are mean deviation of the corresponding uppercase variable. (14 points)
(b) Show that model in (1) can be written in a standardized form, viz.,
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where the variables in asterisks are standardized. Show that the OLS estimators of 
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, where s2, s3 and sY  are sample standard deviations of X2 and X3 and Y.  (12 points)
You are given the following data matrix in deviation form 
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(c) Compute 
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(d) Compute R2 for models (1) and (3) and show that they are identical. Are you surprised? Why not? (6 points)
(e) Test the hypothesis that there is no regression using (1) or (3)? (4 points)
(f) Test the hypothesis
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 using the model in (1). (8 points)
2. Consider the classical linear regression model 
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 vector of parameters. All other standard assumptions also hold.

(i) Let 
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 where R is a 
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 matrix with rank 
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(ii) Show that he OLS estimates of the slope coefficients 
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 from the following regressions are identical (15 points)
(a) Y on X, 

(b) AY on AX, 

(c) AY on X, 

(d) Y on AX, 

where 
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 being the column vector of ones.

3. Consider the classical linear regression model 
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where 
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 vector of parameters that are subject to the following q linear restrictions 
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(4)
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(5)

where b is the unrestricted OLS estimator of
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and M * is defined in problem 2(i) above. Since the restrictions are on the slope coefficients, we can partition R as 
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(a) (Take home problem) Using these partitions show that 
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(6)
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(7)


(b) Use the formulae in (6) and (7) and the data in problem 1 to estimate the slope coefficients and their variances in model (1) subject to the restriction that 
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(c) How do you define and interpret R2 in this model (with linear restrictions on the parameters)?  (7 points)

PAGE  
1

_1171095986.unknown

_1171095995.unknown

_1171095999.unknown

_1171096001.unknown

_1171096002.unknown

_1171096000.unknown

_1171095997.unknown

_1171095998.unknown

_1171095996.unknown

_1171095991.unknown

_1171095993.unknown

_1171095994.unknown

_1171095992.unknown

_1171095988.unknown

_1171095990.unknown

_1171095987.unknown

_1171095978.unknown

_1171095982.unknown

_1171095984.unknown

_1171095985.unknown

_1171095983.unknown

_1171095980.unknown

_1171095981.unknown

_1171095979.unknown

_1171095970.unknown

_1171095974.unknown

_1171095976.unknown

_1171095977.unknown

_1171095975.unknown

_1171095972.unknown

_1171095973.unknown

_1171095971.unknown

_1171095966.unknown

_1171095968.unknown

_1171095969.unknown

_1171095967.unknown

_1171095820.unknown

_1171095963.unknown

_1171095965.unknown

_1171095962.unknown

_1138965117.unknown

_1139071319.unknown

_1138965107.unknown

